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Preface

Energy is universally acknowledged to be the mainstay of an industrial society. Without an adequate
supply of energy, the stability of the social and economic order, as well as the political structure of a
society, is in jeopardy. As the world supply of fossil energy sources decreases, the need for energy
conservation, efficient energy conversion, and developing renewable energy technologies becomes ever
more critical. This book deals with energy conversion from traditional fossil fuels and nuclear as well as
renewable energy resources.

Recently, the issue of energy efficiency has emerged as a serious engineering challenge because it is
now generally accepted that human activities, mainly burning of fossil fuels, are the main contributors to
global climate change. Global warming is largely the result of the emission of radiation-trapping gases,
such as carbon dioxide and methane, into the atmosphere. It is the consensus of the scientific community
that human activities are largely responsible for the increase in the average global temperature. Thus,
improving the efficiency of energy conversion from fossil fuels and the development of renewable energy
technologies is becoming ever more important for the engineering community.

This book is divided into two parts: energy resources and energy conversion. The first seven chapters
deal with available energy resources including fossil fuels, nuclear, and renewable. Chapters 8—11 cover
conventional energy conversion technologies of steam power plants, gas turbines, internal combustion
engines, and hydraulic turbines. Advanced conversion technologies such as advanced coal power
plants, combined cycle power plants, Stirling engines, and advanced nuclear power are covered in
Chapters 12—17. Chapter 15 covers various storage technologies.

Renewable energy technologies including solar thermal power, photovoltaics, wind energy conver-
sion, biomass and biofuels, geothermal energy conversion, as well as waste-to-energy combustion are
covered in Chapters 18-24. Chapter 26 presents fundamentals as well as technology assessment of
fuel cells. Unconventional energy conversion systems still under development, including nuclear fusion,
ocean energy, and direct energy conversion by thermionic, thermoelectric, and magneto-hydrodynamic
methods, are covered in Chapters 17, 25, and 27.

The material presented in this handbook has been extracted from the two previous handbooks edited
by us. The first is the Handbook of Mechanical Engineering and the other the Handbook of Energy Efficiency
and Renewable Energy published in 2007. It is hoped that bringing all the information for energy
resources and conversion under one roof will be useful to engineers in designing and building energy
generation systems from traditional and renewable resources. The editors would like to express their
appreciation to the authors for their forbearance and diligence in preparing their work for publication.

In a work of this type, scope errors and omissions are unavoidable. The editors would therefore
appreciate feedback from the readers to rectify any errors and improve the coverage of future editions.

D. Yogi Goswami
Frank Kreith
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Global energy consumption in the last half-century has increased very rapidly and is expected to continue
to grow over the next 50 years. However, we expect to see significant differences between the last 50 years
and the next. The past increase was stimulated by relatively “cheap” fossil fuels and increased rates of
industrialization in North America, Europe, and Japan, yet while energy consumption in these countries
continues to increase, additional factors have entered the equation making the picture for the next 50
years more complex. These additional complicating factors include the very rapid increase in energy
intensity of China and India (countries representing about a third of the world’s population); the
expected depletion of oil resources in the not-too-distant future; and, the global climate change. On the
positive side, the renewable energy (RE) technologies of wind, biofuels, solar thermal, and photovoltaics
(PV) are finally showing maturity and the ultimate promise of cost competitiveness.

Statistics from the International Energy Agency (IEA) World Energy Outlook 2004 show that the total
primary energy demand in the world increased from 5536 MTOE in 1971 to 10,345 MTOE in 2002,
representing an average annual increase of 2% (see Figure 1.1 and Table 1.1).

Of the total primary energy demand in 2002, the fossil fuels accounted for about 80% with oil, coal
and natural gas being 35.5, 23, and 21.2%, respectively. Biomass accounted for 11% of all the primary
energy in the world, almost all of it being traditional biomass in the developing countries which is used
very inefficiently.

The last 10 years of data for energy consumption from British Petroleum (BP) Corp. also shows that
the average increase per year is 2%. However, it is important to note (from Table 1.2) that the average
worldwide growth from 2001 to 2004 was 3.7% with the increase from 2003 to 2004 being 4.3%. The rate
of growth is rising mainly due to the very rapid growth in Asia Pacific which recorded an average increase
from 2001 to 2004 of 8.6%.

More specifically, China increased its primary energy consumption by 15% from 2003 to 2004.
Unconfirmed data show similar increases continuing in China, followed by increases in India. Fueled by
high increases in China and India, worldwide energy consumption may continue to increase at rates
between 3 and 5% for at least a few more years. However, such high rates of increase cannot continue for
too long. Various sources estimate that the worldwide average annual increase in energy consumption for
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FIGURE 1.1 World primary energy demand (MTOE). (Data from IEA, World Energy Outlook, International Energy
Agency, Paris, France, 2004.)

the next 25 years will be 1.6%—2.5% (IEA 2004; IAEA 2005). The Energy Information Agency (EIA), U.S.
Department of Energy projects an annual increase of 2% from now until 2030 (Figure 1.2).

Based on a 2% increase per year (average of the estimates from many sources), the primary energy
demand of 10,345 MTOE in 2002 will double by 2037 and triple by 2057. With such high-energy demand
expected 50 years from now, it is important to look at the available resources to fulfill the future demand,
especially for electricity and transportation.

TABLE 1.1 World Total Energy Demand (MTOE)

Energy Source/Type 1971 2002 Change 1971-2002 (%)
Coal 1,407 2,389 1.7

Oil 2,413 3,676 1.4

Gas 892 2,190 2.9

Nuclear 29 892 11.6

Hydro 104 224 2.5

Biomass and waste 687 1,119 1.6

Other renewables 4 55 8.8

Total 5,536 10,345 2.0

Source: Data from IEA, World Energy Outlook, International Energy Agency, Paris, France, 2004.

TABLE 1.2 Primary Energy Consumption (MTOE)

Region 2001 2002 2003 2004 Average Increase/ 2004 Change
Year (%) Over 2003 (%)
North America including 2,681.5 2,721.1 2,741.3 2,784.4 1.3 1.6
U.S.A.
US.A. 2,256.3 2,289.1 2,298.7 2,331.6 1.1 1.4
South and Central 452 454.4 460.2 483.1 2.2 5
America
Europe and Euro-Asia 2,855.5 2,851.5 2,908 2,964 1.3 1.9
Middle East 413.2 438.7 454.2 481.9 5.3 6.1
Africa 280 287.2 300.1 312.1 3.7 4
Asia Pacific 2,497 2,734.9 2,937 3,198.8 8.6 8.9
World 9,179.3 9,487.9 9,800.8 10,224.4 3.7 4.3

This data does not include traditional biomass which was 2229 MTOE in 2002, according to IEA data.
Source: Data from BP Statistical Review of World Energy, 2006.
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FIGURE 1.2 Historical and projected energy consumption in the world. (From EIA, Energy Information Outlook
2006, Energy Information Agency, U.S. Department of Energy, Washington, DC, 2006.)

1.1 Energy Use by Sectors

The major sectors using primary energy sources include electrical power, transportation, heating,
industrial and others, such as cooking. The IEA data show that the electricity demand almost tripled from
1971 to 2002. This is not unexpected as electricity is a very convenient form of energy to transport and
use. Although primary energy use in all sectors has increased, their relative shares except for
transportation and electricity have decreased (Figure 1.3). Figure 1.3 shows that the relative share of
primary energy for electricity production in the world increased from about 20% in 1971 to about 30% in
2002. This is because electricity is becoming the preferred form of energy for all applications.

Figure 1.4 shows that coal is presently the largest source of electricity in the world. Consequently, the
power sector accounted for 40% of all emissions in 2002. Emissions could be reduced by increased use of
RE sources. All RE sources combined accounted for only 17.6% share of electricity production in the
world, with hydroelectric power providing almost 90% of it. All other RE sources provided only 1.7% of

100%

80% 1 . . r
]
o H B

o . l l l

0% T T T
1971 2002 2010 2030
M Power generation Other transformation M Transport
Industry W Other

FIGURE 1.3 Sectoral shares in world primary energy demand. (From IEA, World Energy Outlook, International
Energy Agency, Paris, France, 2004.)
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FIGURE 1.4 World electricity production by fuel in 2003. (From IEA, Renewables Information 2005, International
Energy Agency, Paris, France, 2005.)

electricity in the world. However, the RE technologies of wind power and solar energy have vastly
improved in the last two decades and are becoming more cost effective. As these technologies mature and
become even more cost competitive in the future they may be in a position to replace major fractions of
fossil fuels for electricity generation. Therefore, substituting fossil fuels with RE for electricity generation
must be an important part of any strategy of reducing CO, emissions into the atmosphere and combating
global climate change.

1.2 Electrical Capacity Additions to 2030

Figure 1.5 shows the additional electrical capacity forecast by IEA for different regions in the world. The
overall increase in the electrical capacity is in general agreement with the estimates from International
Atomic Energy Agency (IAEA 2005) which project an average annual growth of about 2%-2.5%
up to 2030. It is clear that of all countries, China will add the largest capacity with its projected electrical
needs accounting for about 30% of the world energy forecast. China and India combined will add about
40% of all the new capacity of the rest of the world. Therefore, what happens in these two countries will have
important consequences on the worldwide energy and environmental situation. If coal provides as much as
70% of China’s electricity in 2030, as forecasted by IEA (IEA 2004), it will certainly increase worldwide CO,
emissions which will further affect global climate.

China | —]
OECD North America | . e —
OECD Europe | /5
Other Asia | ———
Transition economies | I ———
OECD Pacific | —
Africa | ——
India | ———
Other Latin America |m—
Middle East | n—
Brazil | s
IndoneSIa I_ T T T T T T T T
0 100 200 300 400 500 600 700 800 900

GW
Under construction M Planned M Additions needed by 2030

Source: |EA analysis. Data for plants under construction and planning are from Platts (2003).

FIGURE 1.5 Electrical capacity requirements by region. (From IEA, World Energy Outlook, International Energy
Agency, Paris, France, 2004.)
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FIGURE 1.6 Share of transport in global oil demand and share of oil in transport energy demand. (Data and
Forecast from IEA, World Energy Outlook, International Energy Agency, Paris, France, 2004.)

1.2.1 Transportation

Transportation is another sector that has increased its relative share of primary energy. This sector has
serious concerns as it is a significant source of CO, emissions and other airborne pollutants—and it is
almost totally based on oil as its energy source (Figure 1.6). In 2002, the transportation sector accounted
for 21% of all CO, emissions worldwide. An important aspect of future changes in transportation
depends on what happens to the available oil resources, production, and prices. At present 95% of all
energy for transportation originates from oil. Since oil production is expected to peak in the near future,
there is an urgent need for careful planning for an orderly transition away from oil as the primary
transportation fuel. An obvious replacement for oil would be biofuels, such as ethanol, methanol,
biodiesel, and biogases. Hydrogen is another alternative which has been claimed by some to be the
ultimate answer as they propose a “hydrogen-based economy” to replace the present “carbon-based
economy” (Veziroglu and Barbir 1994). However, other analysts (Kreith and West 2004; Hammerschlag
and Mazza 2005; West and Kreith 2006) dispute this based on the infrastructure requirements of
hydrogen, and the lower efficiency of hydrogen vehicles as compared to hybrid or fully electric vehicles.
Electric transportation presents another viable alternative to the oil-based transportation (West and
Kreith 2006). Already hybrid-electric automobiles are becoming popular around the world as petroleum
becomes more expensive. Complete electric transportation will require development of long-range and
long-life batteries. However, any large-scale shift to electric transportation will require large amounts of
additional electrical generation capacity.

1.3 Present Status and Potential of Renewable Energy

According to the data in Table 1.3, 13.3% of the world’s total primary energy supply came from RE in
2003. However, almost 80% of the RE supply was from biomass (Figure 1.7), and in developing countries
it is mostly converted by traditional open combustion which is very inefficient. Because of its inefficient
use, biomass resources presently supply only about 20% of what they could if converted by modern, more
efficient, and available technologies. As it stands, biomass provides only 11% of the world total primary
energy which is much less than it’s real potential. The total technologically sustainable biomass energy
potential for the world is 3—4 TW, (UNDP 2004), which is more than the entire present global generating
capacity of about 3 TW..

In 2003, shares of biomass and hydro in the total primary energy of the world were about 11 and 2%,
respectively. All of the other renewables including solar thermal, solar PV, wind, geothermal and ocean
combined, provided only about 0.5% of the total primary energy. During the same year, biomass
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TABLE 1.3 2003 Fuel Shares in World Total Primary Energy Supply

Source Share (%)
QOil 34.4
Natural Gas 21.2
Coal 24.4
Nuclear 6.5
Renewables 13.3

Source: Data from IEA, World Energy Outlook, International Energy Agency,
Paris, France, 2004.

combined with hydroelectric resources provided more than 50% of all the primary energy in Africa,
29.2% in Latin America, and 32.7% in Asia (Table 1.4). However, biomass is used very inefficiently for
cooking in these countries. Such use has also resulted in significant health problems, especially
for women.

The total share of all renewables for electricity production in 2002 was about 17%, a vast majority
(89%) of it being from hydroelectric power (Table 1.5).

Liquid biomass
1%
Renewable municipal

Waste
o
Geothermal 0.7%
3.1% Gas from biomass
9
Solar, Tide 0.7%
0.3% Combustible Solid
renewables b /OL |
Hydr:) and Waste |omas7s7c ;rcoa
16.2% 79.9% 5%
Wind
0.4%

FIGURE 1.7 2003 Resource shares in world renewable energy supply. (Data from IEA, World Energy Outlook,
International Energy Agency, Paris, France, 2004.)

TABLE 1.4 Share of Renewable Energy in 2003 Total Primary Energy Supply (TPES) on a Regional Basis

MTOE

Region TPES Renewables (%)
Africa 558.9 279.9 50.1
Latin America 463.9 135.5 29.2
Asia 1,224.4 400 32.7
India 553.4 218 39.4
China 1,425.9 243.4 17.1
Non-OECD? Europe 103.5 9.7 9.4
Former USSR 961.7 27.5 2.9
Middle East 445.7 3.2 0.7
OECD 5,394.7 304.7 5.6
US.A. 2,280.8 95.3 4.2
World 10,578.7 1,403.7 13.3

?Organization for Economic Cooperation and Development.
Source: IEA, Renewables Information 2005, International Energy Agency, Paris, France, 2005.
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TABLE 1.5 Electricity from Renewable Energy in 2002

1-7

2002

Energy Source TWh %

Hydropower 2610 89
Biomass 207 7
Wind 52 2
Geothermal 57 2
Solar 1 0
Tide/wave 1 2
Total 2927 100

Source: Data from IEA, World Energy Outlook, International Energy Agency, Paris,

France, 2004.

Table 1.6 summarizes the resource potential and the present costs and the potential future costs for
each renewable resource.

1.4 Role of Energy Conservation

Energy conservation can and must play an important role in future energy use and the consequent impact
on the environment. Figure 1.8 and Figure 1.9 give us an idea of the potential of the possible energy
efficiency improvements. Figure 1.9 shows that per capita energy consumption varies by as much as a factor

TABLE 1.6 Potential and Status of Renewable Energy Technologies

Annual Potential Investment Costs Potential Future

Technology

Operating

Current Energy

Capacity 2005 US$ per kW Cost Energy cost
Biomass Energy
Electricity 276-446 E] ~44 GW, 500-6000/kW, 3-12 ¢/kWh 3-10 ¢/kWh
Heat Total or 8-13 TW ~225 GWth 170-1000/kWth 1-6 ¢/kWh 1-5 ¢/kWh
Ethanol MSW ~6 EJ ~ 36 bln lit. 170-350/kWth 25-75 ¢/lit(ge)¢ 6-10 $/GJ
Bo-Diesel ~3.5 bln lit. 500-1000/kWth 25-85 ¢/lit.(de)b 10-15 $/GJ
Wind Power 55 TW Theo. 59 GW 850-1700 4-8 ¢/kWh 3-8 ¢/kWh
2 TW Practical
Solar Energy >100 TW
Photovoltaics 5.6 GW 5000-10000 25-160 ¢/kWh 5-25 ¢/kWh
Thermal Power 0.4 GW 2500-6000 12-34 ¢/kWh 4-20 ¢/kWh
Heat 300-1700 2-25 ¢/kWh 2-10 ¢/kWh
Geothermal
Electricity 600,000 EJ useful 9 GW 800-3000 2-10 ¢/kWh 1-8 ¢/kWh
resource base
Heat 5,000 EJ 11 GWth 200-2000 0.5-5 ¢/kWh 0.5-5 ¢/kWh
economical in
40-50 years
Ocean Energy
Tidal 2.5TW 0.3 GW 1700-2500 8-15 ¢/kWh 8-15 ¢/kWh
Wave 2.0TW 2000-5000 10-30 ¢/kWh 5-10 ¢/kWh
OTEC 228 TW 8000-20000 15-40 ¢/kWh 7-20 ¢/kWh
Hydroelectric
Large 1.63 TW Theo. 690 GW 1000-3500 2-10 ¢/kWh 2-10 ¢/kWh
Small 0.92 TW Econ. 25 GW 700-8000 2-12 ¢/kWh 2-10 ¢/kWh

? ge, gasoline equivalent liter.
® de, diesel equivalent liter.
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FIGURE 1.8 Relationship between human development index and per capita energy use, 1999-2000. (From UNDP,
World Energy Assessment: Energy and the Challenge of Sustainability, 2004.)

of three between the U.S.A. and some European countries with almost the same level of human
development index. Even taking just the Organization for Economic Cooperation and Development
(OECD) European countries combined, the per capita energy consumption in the U.S.A. is twice as much.
It is fair to assume that the per capita energy of the U.S.A could be reduced to the level of OECD Europe of
4.2 kW by a combination of energy efficiency improvements and changes in the transportation
infrastructure. This is significant because the U.S.A. uses about 25% of the energy of the whole world.

Notes: Asia excludes Middle East, China, and
OECD countries; Middle East and North Africa
comprises Algeria, Bahrain, Egypt, Iran, Iraq,
Israel,Jordan,Kuwait,Lebanon, Libya, Morocco,
Oman,Qatar,Saudi Arabia, Syria, Tunisia,
United Arab Emirates adn Yemen; Latin
America and Caribbean excludes Mexico;
OECD Pacific comprises Australia, Japan
Korea, and New Zealand; Former USSR
comprises Armenia, Azerbaijan, Belarus,
Estonia, Georgia, Kazakhstan, Kyrgyzstan,
Latvia, Lithuania, Moldova, Russia, Tajikistan,
Turkmenistan, Ukraine, and Albania, Bosnia
and Herzegovina, Bulgaria, Croatia, Cyprus,
Gibraltar, Macedonia, Malta, Romania, and
Slovenia; OECD North America includes
0 50 100 150 200 250 300 Mexico.

Gigajoules per capita
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FIGURE 1.9 Per capita energy use by region (commercial and non-commercial) 2000. (From UNDP, World Energy
Assessment: Energy and the Challenge of Sustainability, 2004.)
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The present per capita energy consumption in the U.S.A is 284 GJ which is equivalent to about 9 kW
per person while the average for the whole world is 2 kW. The Board of Swiss Federal Institutes of
Technology has developed a vision of a 2 KW per capita society by the middle of the century (UNDP 2004).
The vision is technically feasible. However, to achieve this vision will require a combination of increased
R&D on energy efficiency and policies that encourage conservation and use of high-efficiency systems. It
will also require some structural changes in the transportation systems. According to the 2004, World
Energy Assessment by UNDP, a reduction of 25%—-35% in primary energy in the industrialized countries is
achievable cost effectively in the next 20 years, without sacrificing the level of energy services. The report
also concluded that similar reductions of up to 40% are cost effectively achievable in the transitional
economies and more than 45% in developing economies. As a combined result of efficiency improvements
and structural changes, such as increased recycling, substitution of energy intensive materials, etc., energy
intensity could decline at a rate of 2.5% per year over the next 20 years (UNDP 2004).

1.4.1 Forecast of Future Energy Mix

Since oil comprises the largest share of world energy consumption and may remain so for a while, its
depletion will cause a major disruption unless other resources can fill the gap. Natural gas and coal
production may be increased to fill the gap, with the natural gas supply increasing more rapidly than coal.
However, that will hasten the time when natural gas production peaks. Additionally, any increase in coal
consumption will worsen the global climate change situation. Although research is going on in CO,
sequestration, it is doubtful that there will be any large-scale application of this technology anytime in the
next 20-30 years.

Presently, there is a resurgence of interest in nuclear power; however, it is doubtful that it alone will be
able to fill the gap. Forecasts from IAEA show that nuclear power around the world will grow at a rate of
0.5%—2.2% over the next 25 years (IAEA 2005). This estimate is in the same range as that of IEA.

Based on this information, it seems logical that the RE technologies of solar, wind, and biomass will
not only be essential but also hopefully be able to provide the additional resources to fill the gap and
provide a clean and sustainable energy future. Wind and Photovoltaic Power are growing at rates of over
30%—35% per year for the last few years, keeping in mind that this growth rate is based on very small
existing capacities for these sources. There are many differing views on the future energy mix. The IEA
estimates (Figure 1.10) that the present mix will continue until 2030 (IEA 2004).
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—— Coal — Oil — Gas Nuclear Hydro Other

MTOE

FIGURE 1.10 (See color insert following page 19-52.) World primary energy demand by fuel types. (According to
1EA, World Energy Outlook, International Energy Agency, Paris, France, 2004.)
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FIGURE 1.11 The global energy mix for year 2050. (According to WBGU, World in Transition—Towards
Sustainable Energy Systems, German Advisory Council on Global Change, Berlin, 2003.)

On the other hand, the German Advisory Council on global change (WBGU) estimates that as much

as 50% of the world’s primary energy in 2050 will come from RE, (Figure 1.11). However to achieve that
level of RE use by 2050 and beyond will require worldwide effort on the scale of a global Apollo Project.

1.5 Energy Conversion Technologies

It is clear that in order to meet the ever growing energy needs of the world, we will need to use all of
the available resources including fossil fuels, nuclear and RE sources for the next 20—40 years. However, we
will need to convert these energy resources more efficiently. It is also clear that renewable resources will
have to continue to increase their share of the total energy consumption. There are many new develop-
ments in the conversion technologies for solar, wind, biomass, and other RE resources. In addition,
there are newer and improved technologies for the conversion of fossil fuel and nuclear resources. This
Handbook provides a wealth of information about the latest technologies for the direct and indirect
conversion of energy resources into other forms such as thermal, mechanical, and electrical energy.

Defining Terms

MTOE: Mega tons of oil equivalent; 1 MTOE = 4.1868 X 10* TJ (Terra Joules)
= 3.968 x 10 BTU
GTOE: Giga tons of oil equivalent and 1 GTOE = 1000 MTOE
Quadrilion Btu: 10'® British thermal units or Btu,
also known as Quad; 1 Btu = 1055]
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For Further Information

Historical energy consumption data are published annually by the Energy Information Agency (EIA),
U.S. Department of Energy, Washington, DC, International Energy Agency (IEA), Paris, and BP
Corp. EIA and IEA also publish forecasts of future energy consumption and energy resources.
However, their projections for individual fuels differ from other projections available in the
literature.
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2.1 Coal

Robert Reuther

2.1.1 Coal Composition and Classification

Coal is a sedimentary rock formed by the accumulation and decay of organic substances, derived from
plant tissues and exudates, which have been buried over periods of geological time, along with various
mineral inclusions. Coal is classified by type and rank. Coal type classifies coal by the plant sources from
which it was derived. Coal rank classifies coal by its degree of metamorphosis from the original plant
sources and is therefore a measure of the age of the coal. The process of metamorphosis or aging is
termed coalification.

The study of coal by type is known as coal petrography. Coal type is determined from the examination
of polished sections of a coal sample using a reflected-light microscope. The degree of reflectance and the
color of a sample are identified with specific residues of the original plant tissues. These various residues
are referred to as macerals. Macerals are collected into three main groups: vitrinite, inertinite, and exinite
(sometimes referred to as liptinite). The maceral groups and their associated macerals are listed in
Table 2.1, along with a description of the plant tissue from which each distinct maceral type is derived.

2-1
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2-2 Energy Conversion

TABLE 2.1 Coal Maceral Groups and Macerals

Maceral Group Maceral Derivation

Vitrinite Collinite Humic gels
Telinite ‘Wood, bark, and cortical tissue
Pseudovitrinite ? (Some observers place in the inertinite group)

Exinite Sporinite Fungal and other spores
Cutinite Leaf cuticles
Alginite Algal remains

Inertinite Micrinite Unspecified detrital matter, <0 p
Macrinite Unspecified detrital matter, 10-100 p
Semifusinite “Burned” woody tissue, low reflectance
Fusinite “Burned” woody tissue, high reflectance
Sclerotinite Fungal sclerotia and mycelia

Source: Modified from Berkowitz, N., An Introduction to Coal Technology, Academic Press, New York, 1979. With
permission.

Coal rank is the most important property of coal because rank initiates the classification of coal for use.
Coalification describes the process that the buried organic matter undergoes to become coal. When first
buried, the organic matter has a certain elemental composition and organic structure. However, as the
material becomes subjected to heat and pressure, the composition and structure slowly change. Certain
structures are broken down, and others are formed. Some elements are lost through volatilization, while
others are concentrated through a number of processes, including exposure to underground flows, which
carry away some elements and deposit others. Coalification changes the values of various properties of coal.
Thus, coal can be classified by rank through the measurement of one or more of these changing properties.

In the United States and Canada, the rank classification scheme defined by the American Society of
Testing and Materials (ASTM) has become the standard. In this scheme, the properties of gross calorific
value and fixed carbon or volatile matter content are used to classify a coal by rank. Gross calorific value
is a measure of the energy content of the coal and is usually expressed in units of energy per unit mass.
Calorific value increases as the coal proceeds through coalification. Fixed carbon content is a measure of
the mass remaining after heating a dry coal sample under conditions specified by the ASTM.

Fixed carbon content also increases with coalification. The conditions specified for the measurement
of fixed carbon content result in being able, alternatively, to use the volatile matter content of the coal,
measured under dry, ash-free conditions, as a rank parameter. The rank of a coal proceeds from lignite,
the “youngest” coal, through sub-bituminous, bituminous, and semibituminous, to anthracite, the
“oldest” coal. The subdivisions within these rank categories are defined in Table 2.2. (Some rank schemes
include meta-anthracite as a rank above, or “older” than, anthracite. Others prefer to classify such
deposits as graphite—a minimal resource valuable primarily for uses other than as a fuel.)

According to the ASTM scheme, coals are ranked by calorific value up to the high-volatile A bituminous
rank, which includes coals with calorific values (measured on a moist, mineral matter-free basis) greater
than 14,000 Btu/Ib (32,564 kJ/kg). At this point, fixed carbon content (measured on a dry, mineral matter-
free basis) takes over as the rank parameter. Thus, a high-volatile A bituminous coal is defined as having a
calorific value greater than 14,000 Btu/lb, but a fixed carbon content less than 69 wt%. The requirement
for having two different properties with which to define rank arises because calorific value increases
significantly through the lower-rank coals, but very little (in a relative sense) in the higher ranks; fixed
carbon content has a wider range in higher rank coals, but little (relative) change in the lower ranks. The
most widely used classification scheme outside North America is that developed under the jurisdiction of
the International Standards Organization, Technical Committee 27, Solid Mineral Fuels.

2.1.2 Coal Analysis and Properties

The composition of a coal is typically reported in terms of its proximate analysis and its ultimate
analysis. The proximate analysis of a coal is made up of four constituents: volatile matter content; fixed
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TABLE 2.2 Classification of Coals by Rank

Fixed Carbon Limits, % (dmmf)

Volatile Matter Limits, % (dmmf)

Gross Calorific Value Limits, Btu/lb

(moist, mmf)

Class Group Equal to or Less Than Greater Than Equal to or Less Equal to or Less Than Agglomerating Character
Greater Than Than Greater Than
Anthracitic Meta-anthracite 98 — — 2 — — Nonagglomerating
Anthracite 92 98 2 8 — — Nonagglomerating
Semianthracite 86 92 8 14 — — Nonagglomerating
Bituminous Low-volatile 78 86 14 22 — — Commonly agglomerating
bituminous
Medium-volatile 69 78 22 31 — — Commonly agglomerating
bituminous
High-volatile A — 69 31 — 14,000 — Commonly agglomerating
bituminous
High-volatile B — — — — 13,000 14,000 Commonly agglomerating
bituminous
High-volatile C — — — — 11,500 13,000 Commonly agglomerating
bituminous
High-volatile C — — — — 10,500 11,500 Agglomerating
bituminous
Subbituminous  Subbituminous A — — — — 10,500 11,500 Nonagglomerating
Subbituminous B — — — — 9,500 10,500 Nonagglomerating
Subbituminous C — — — — 8,300 9,500 Nonagglomerating
Lignitic Lignite A — — — — 6,300 8,300 Nonagglomerating
Lignite B — — — — — 6,300 Nonagglomerating

Source: From the American Society for Testing and Materials’ Annual Book of ASTM Standards. With permission.
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2-4 Energy Conversion

carbon content; moisture content; and ash content, all of which are reported on a weight percent basis.
The measurement of these four properties of a coal must be carried out according to strict specifications
codified by the ASTM. Note that the four constituents of proximate analysis do not exist, per se, in the
coal, but are measured as analytical results upon treating the coal sample to various conditions.

ASTM volatile matter released from coal includes carbon dioxide, inorganic sulfur- and nitrogen-
containing species, and organic compounds. The percentages of these various compounds or species
released from the coal varies with rank. Volatile matter content can typically be reported on a number of
bases, such as moist; dry, mineral matter-free (dmmf); moist, mineral matter-free; moist, ash-free; and
dry, ash-free (daf), depending on the condition of the coal on which the measurements were made.

Mineral matter and ash are two distinct entities. Coal does not contain ash, even though the ash
content of a coal is reported as part of its proximate analysis. Instead, coal contains mineral matter, which
can be present as distinct mineral entities or inclusions and as material intimately bound with the organic
matrix of the coal. Ash, on the other hand, refers to the solid inorganic material remaining after
combusting a coal sample. Proximate ash content is the ash remaining after the coal has been exposed to
air under specific conditions codified in ASTM Standard Test Method D 3174. It is reported as the mass
percent remaining upon combustion of the original sample on a dry or moist basis.

Moisture content refers to the mass of water released from the solid coal sample when it is heated
under specific conditions of temperature and residence time as codified in ASTM Standard Test Method
D 3173.

The fixed carbon content refers to the mass of organic matter remaining in the sample after the
moisture and volatile matter are released. It is primarily made up of carbon. However, hydrogen, sulfur,
and nitrogen also are typically present. It is reported by difference from the total of the volatile matter,
ash, and moisture contents on a mass percent of the original coal sample basis. Alternatively, it can be
reported on a dry basis; a dmmf basis; or a moist, mineral matter-free basis.

The values associated with a proximate analysis vary with rank. In general, volatile matter content
decreases with increasing rank, while fixed carbon content correspondingly increases. Moisture and ash
also decrease, in general, with rank. Typical values for proximate analyses as a function of the rank of a
coal are provided in Table 2.3.

The ultimate analysis provides the composition of the organic fraction of coal on an elemental basis.
Like the proximate analysis, the ultimate analysis can be reported on a moist or dry basis and on an ash-
containing or ash-free basis. The moisture and ash reported in the ultimate analysis are found from the
corresponding proximate analysis. Nearly every element on Earth can be found in coal. However, the
important elements that occur in the organic fraction are limited to only a few. The most important of
these include carbon; hydrogen; oxygen; sulfur; nitrogen; and, sometimes, chlorine. The scope, definition
of the ultimate analysis, designation of applicable standards, and calculations for reporting results on
different moisture bases can be found in ASTM Standard Test Method D 3176M. Typical values for the
ultimate analysis for various ranks of coal found in the U.S. are provided in Table 2.4. Other important
properties of coal include swelling, caking, and coking behavior; ash fusibility; reactivity; and
calorific value.

Calorific value measures the energy available in a unit mass of coal sample. It is measured by ASTM
Standard Test Method D 2015M, Gross Calorific Value of Solid Fuel by the Adiabatic Bomb Calorimeter,
or by ASTM Standard Test Method D 3286, Gross Calorific Value of Solid Fuel by the Isothermal-Jacket
Bomb Calorimeter. In the absence of a directly measured value, the gross calorific value, Q, of a coal (in
Btu/lb) can be estimated using the Dulong formula (Elliott and Yohe 1981):

Q = 14,544C + 62,028[H — (O/8)] + 4,050S
where C, H, O, and S are the mass fractions of carbon, hydrogen, oxygen, and sulfur, respectively,
obtained from the ultimate analysis.

Swelling, caking, and coking all refer to the property of certain bituminous coals to change in size,
composition, and, notably, strength, when slowly heated in an inert atmosphere to between 450 and 550
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TABLE 2.3 Calorific Values and Proximate Analyses of Ash-Free Coals of Different Rank

18,000

16,000

Btu/lb

Mass percent

H Moisture
[ Volatile matter
[ Fixed carbon

Source: From Averitt, P., Coal Resources of the United States, January 1, 1974. U.S. Geological Survey

Bulletin 1412, Government Printing Office, Washington, DC, 1975.

2-5

or 600°F. Under such conditions, the coal sample initially becomes soft and partially devolatilizes. With
further heating, the sample takes on a fluid characteristic. During this fluid phase, further devolatilization
causes the sample to swell. Still further heating results in the formation of a stable, porous, solid material
with high strength. Several tests have been developed, based on this property, to measure the degree and

TABLE 2.4 Ultimate Analysis in Mass Percent of Representative Coals of the U.S.

Component Fort Union Powder River Four Corners Illinois C Appalachia
Lignite Subbituminous Subbituminous Bituminous Bituminous
Moisture 36.2 30.4 12.4 16.1 2.3
Carbon 39.9 45.8 47.5 60.1 73.6
Hydrogen 2.8 34 3.6 4.1 4.9
Nitrogen 0.6 0.6 0.9 1.1 1.4
Sulfur 0.9 0.7 0.7 29 2.8
Oxygen 11.0 11.3 9.3 8.3 5.3
Ash 8.6 7.8 25.6 7.4 9.7
Gross calorific value, 6,700 7,900 8,400 10,700 13,400
Btu/lb

Source: Modified from Probstein, R. and Hicks, R., Synthetic Fuels, McGraw-Hill, New York, 1982. With permission.
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2-6 Energy Conversion

suitability of a coal for various processes. Some of the more popular tests are the free swelling index
(ASTM Test Method D 720); the Gray—King assay test (initially developed and extensively used in Great
Britain); and the Gieseler plastometer test (ASTM Test Method D 2639), as well as a host of dilatometric
methods (Habermehl et al. 1981).

The results of these tests are often correlated with the ability of a coal to form a coke suitable for iron
making. In the iron-making process, the high carbon content and high surface area of the coke are used
in reducing iron oxide to elemental iron. The solid coke must also be strong enough to provide the
structural matrix upon which the reactions take place. Bituminous coals that have good coking properties
are often referred to as metallurgical coals. (Bituminous coals without this property are, alternatively,
referred to as steam coals because of their historically important use in raising steam for conversion to
mechanical energy or electricity generation.)

Ash fusibility is another important property of coals. This is a measure of the temperature range over
which the mineral matter in the coal begins to soften, eventually to melt into a slag, and to fuse together.
This phenomenon is important in combustion processes; it determines if and at what point the resultant
ash becomes soft enough to stick to heat exchanger tubes and other boiler surfaces or at what
temperature it becomes molten so that it flows (as slag), making removal as a liquid from the bottom
of a combustor possible.

Reactivity of a coal is a very important property fundamental to all coal conversion processes (such as
combustion, gasification, and liquefaction). In general, lower rank coals are more reactive than higher
rank coals. This is due to several different characteristics of coals, which vary with rank as well as with
type. The most important characteristics are the surface area of the coal, its chemical composition, and
the presence of certain minerals that can act as catalysts in the conversion reactions. The larger surface
area present in lower rank coals translates into a greater degree of penetration of gaseous reactant
molecules into the interior of a coal particle. Lower rank coals have a less aromatic structure than higher
ranks. This corresponds to the presence of a higher proportion of lower energy, more reactive chemical
bonds. Lower rank coals also tend to have higher proximate ash contents, and the associated mineral
matter is more distributed, even down to the atomic level. Any catalytically active mineral matter is thus
more highly dispersed.

However, the reactivity of a coal also varies depending upon what conversion is attempted. That is, the
reactivity of a coal toward combustion (or oxidation) is not the same as its reactivity toward liquefaction,
and the order of reactivity established in a series of coals for one conversion process will not necessarily be
the same as that for another process.

2.1.3 Coal Reserves

Coal is found throughout the U.S. and the world. It is the most abundant fossil energy resource in the
U.S. and the world, comprising 95% of U.S. fossil energy resources and 70% of world fossil energy
resources on an energy content basis. All coal ranks can be found in the U.S. The largest resources in the
U.S. are made up of lignite and sub-bituminous coals, which are found primarily in the western part of
the country, including Alaska. Bituminous coals are found principally in the Midwest states, northern
Alaska, and the Appalachian region. Principal deposits of anthracite coal are found in
northeastern Pennsylvania.

The Alaskan coals have not been extensively mined because of their remoteness and the harsh climate.
Of the other indigenous coals, the anthracite coals have been heavily mined to the point that little
economic resource remains. The bituminous coals continue to be heavily mined in the lower 48 states,
especially those with sulfur contents less than 2.5 wt%. The lignite and subbituminous coals in the
western U.S. have been historically less heavily mined because of their distance from large population
centers and because of their low calorific values and high moisture and ash contents. However, with the
enactment of the 1990 Clean Air Act Amendments, these coals are now displacing high sulfur-containing
coals for use in the eastern U.S. A map showing the general distribution of coal in the U.S. is included as
Figure 2.1.
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FIGURE 2.1 U.S. coal deposits.

The amount of coal that exists is not known exactly and is continually changing as old deposits are
mined out and new deposits are discovered or reclassified. Estimates are published by many different
groups throughout the world. In the U.S., the Energy Information Administration (EIA), an office within
the U.S. Department of Energy, gathers and publishes estimates from various sources. The most
commonly used definitions for classifying the estimates are provided below.

2.1.4 Important Terminology: Resources, Reserves, and the Demonstrated
Reserve Base'

Resources are naturally occurring concentrations or deposits of coal in the Earth’s crust, in such forms and
amounts that economic extraction is currently or potentially feasible.

Measured resources refers to coal for which estimates of the rank and quantity have been computed to a
high degree of geologic assurance, from sample analyses and measurements from closely spaced and
geologically well-known sample sites. Under the U.S. Geological Survey (USGS) criteria, the points of

'For a full discussion of coal resources and reserve terminology as used by EIA, USGS, and the Bureau of Mines, see U.S.
Coal Reserves, 1996, Appendix A, “Specialized Resource and Reserve Terminology.”Sources: U.S. Department of the Interior,
Coal Resource Classification System of the U.S. Bureau of Mines and the U.S. Geological Survey, Geological Survey Bulletin
1450-B (1976). U.S. Department of the Interior, Coal Resource Classification System of the U.S. Geological Survey,
Geological Survey Circular 891 (1983) U.S. Department of the Interior, A Dictionary of Mining, Mineral, and Related Terms,
Bureau of Mines (1968).
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2-8 Energy Conversion

observation are no greater than !, mile apart. Measured coal is projected to extend as a !, -mile-wide belt
from the outcrop or points of observation or measurement.

Indicated resources refers to coal for which estimates of the rank, quality, and quantity have been
computed to a moderate degree of geologic assurance, partly from sample analyses and measurements
and partly from reasonable geologic projections. Under the USGS criteria, the points of observation are
from 4 to 1), miles apart. Indicated coal is projected to extend as a ' -mile-wide belt that lies more than
', mile from the outcrop or points of observation or measurement.

Demonstrated resources are the sum of measured resources and indicated resources.

Demonstrated reserve base (DRB; or simply “reserve base” in USGS usage) is, in its broadest sense,
defined as those parts of identified resources that meet specified minimum physical and chemical criteria
related to current mining and production practices, including those for quality, depth, thickness, rank,
and distance from points of measurement. The “reserve base” is the in-place demonstrated resource from
which reserves are estimated. The reserve base may encompass those parts of a resource that have a
reasonable potential for becoming economically recoverable within planning horizons that extend
beyond those that assume proven technology and current economics.

Inferred resources refers to coal of a low degree of geologic assurance in unexplored extensions of
demonstrated resources for which estimates of the quality and size are based on geologic evidence and
projection. Quantitative estimates are based on broad knowledge of the geologic character of the bed or
region from which few measurements or sampling points are available and on assumed continuation
from demonstrated coal for which geologic evidence exists. The points of measurement are from 1’4 to 6
miles apart. Inferred coal is projected to extend as a 24 -mile-wide belt that lies more than %, mile from
the outcrop or points of observation or measurement. Inferred resources are not part of the DRB.

Recoverable refers to coal that is, or can be, extracted from a coalbed during mining.

Reserves relates to that portion of demonstrated resources that can be recovered economically with the
application of extraction technology available currently or in the foreseeable future. Reserves include only
recoverable coal; thus, terms such as “minable reserves,” “recoverable reserves,” and “economic reserves”
are redundant. Even though “recoverable reserves” is redundant, implying recoverability in both words,
EIA prefers this term specifically to distinguish recoverable coal from in-ground resources, such as the
demonstrated reserve base, that are only partially recoverable.

Minable refers to coal that can be mined using present-day mining technology under current
restrictions, rules, and regulations.

The demonstrated reserve base for coals in the U.S. as of January 1, 2001, is approximately 501.1 billion
(short) tons. It is broken out by rank, state, and mining method (surface or underground) in Table 2.5. As
of December 31, 1999 (December 31, 2000, for the U.S.), the world recoverable reserves are estimated to
be 1083 billion (short) tons. A breakdown by region and country is provided in Table 2.6. The
recoverability factor for all coals can vary from approximately 40 to over 90%, depending on the
individual deposit. The recoverable reserves in the U.S. represent approximately 54% of the demon-
strated reserve base as of January 1, 2001. Thus, the U.S. contains approximately 25% of the recoverable
reserves of coal in the world.

2.1.5 Transportation

Most of the coal mined and used domestically in the U.S. is transported by rail from the mine mouth to
its final destination. In 1998, 1119 million short tons of coal were distributed domestically. Rail
constituted 58.3% of the tonnage, followed by water at 21.4%; truck at 11.0%; and tramway, conveyor,
or slurry pipeline at 9.2%. The remaining 0.1% is listed as “unknown method.” Water’s share includes
transportation on the Great Lakes, all navigable rivers, and on tidewaters (EIA 1999).

In general, barge transportation is cheaper than rail transportation. However, this advantage is reduced
for distances over 300 miles (Villagran 1989). For distances less than 100 miles, rail is very inefficient, and
trucks are used primarily, unless water is available as a mode of transport.
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TABLE 2.5 U.S. Coal Demonstrated Reserve Base, January 1, 2001

Bituminous Coal Subbituminous Coal Lignite Total
Region and State Anthracite Underground Surface Underground Surface Surface® Underground Surface Total
Appalachian 7.3 72.9 23.7 0.0 0.0 1.1 76.9 28.1 105.0
Appalachian 7.3 7.40 24.0 0.0 0.0 1.1 78.0 28.5 106.5
Alabama 0.0 1.2 2.1 0.0 0.0 1.1 1.2 3.2 4.4
Kentucky, eastern 0.0 1.7 9.6 0.0 0.0 0.0 1.7 9.6 11.3
Ohio 0.0 17.7 5.8 0.0 0.0 0.0 17.7 5.8 23.5
Pennsylvania 7.2 19.9 1.0 0.0 0.0 0.0 23.8 4.3 28.1
Virginia 0.1 1.2 0.6 0.0 0.0 0.0 1.3 0.6 2.0
West Virginia 0.0 30.1 4.1 0.0 0.0 0.0 30.1 4.1 34.2
Other® 0.0 1.1 0.4 0.0 0.0 0.0 1.1 0.4 1.5
Interior 0.1 117.8 27.5 0.0 0.0 13.1 117.9 40.7 158.6
Illinois 0.0 88.2 16.6 0.0 0.0 0.0 88.2 16.6 104.8
Indiana 0.0 8.8 0.9 0.0 0.0 0.0 8.8 0.9 9.7
Towa 0.0 1.7 0.5 0.0 0.0 0.0 1.7 0.5 2.2
Kentucky, western 0.0 16.1 3.7 0.0 0.0 0.0 16.1 3.7 19.7
Missouri 0.0 1.5 4.5 0.0 0.0 0.0 1.5 4.5 6.0
Oklahoma 0.0 1.2 0.3 0.0 0.0 0.0 1.2 0.3 1.6
Texas 0.0 0.0 0.0 0.0 0.0 12.7 0.0 12.7 12.7
Other® 0.1 0.3 1.1 0.0 0.0 0.5 0.4 1.6 2.0
Western (s) 22.3 2.3 121.3 61.8 29.6 143.7 93.7 237.4
Alaska 0.0 0.6 0.1 4.8 0.6 (s) 5.4 0.7 6.1
Colorado (s) 8.0 0.6 3.8 0.0 4.2 11.8 4.8 16.6

(continued)
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TABLE 2.5 (Continued)

Bituminous Coal Subbituminous Coal Lignite Total

Region and State Anthracite Underground Surface Underground Surface Surface® Underground Surface Total
Montana 0.0 1.4 0.0 69.6 32.8 15.8 71.0 48.5 119.5
New Mexico (s) 2.7 0.9 3.5 5.2 0.0 6.2 6.1 12.3
North Dakota 0.0 0.0 0.0 0.0 0.0 9.2 0.0 9.2 9.2
Utah 0.0 5.4 0.3 0.0 0.0 0.0 5.4 0.3 5.6
Washington 0.0 0.3 0.0 1.0 (s) (s) 1.3 0.0 1.4
Wyoming 0.0 3.8 0.5 38.7 23.2 0.0 42.5 23.7 66.2
Other? 0.0 0.1 0.0 (s) (s) 0.4 0.1 0.4 0.5
U.S. total 7.5 213.1 53.5 121.3 61.8 43.8 338.5 162.5 501.1
States east of the 7.3 186.1 44.8 0.0 0.0 1.1 190.1 49.3 239.4

Mississippi

River
States west of the 0.1 27.0 8.7 121.3 61.8 42.7 148.4 113.3 261.7

Mississippi

River

Notes: (s) = Less than 0.05 billion short tons. Data represent known measured and indicated coal resources meeting minimum seam and depth criteria, in the ground as of January 1, 2001.
These coal resources are not totally recoverable. Net recoverability ranges from 0% to more than 90%. Fifty-four percent of the demonstrated reserve base of coal in the United States is
estimated to be recoverable. Totals may not equal sum of components due to independent rounding.

Source: Energy Information Administration, Coal Reserves Data Base.

? Lignite resources are not mined underground in the U.S.

b Georgia, Maryland, North Carolina, and Tennessee.

¢ Arkansas, Kansas, Louisiana, and Michigan.

4 Arizona, Idaho, Oregon, and South Dakota.

Source: Energy Information Administration, Coal Reserves Data Base.
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Fossil Fuels

TABLE 2.6 World Recoverable Reserves of Coal

Region/Country Recoverable Anthracite Recoverable Lignite Total Recoverable
and Bituminous and Subbituminous Coal
North America
Canada 3,826 3,425 7,251
Greenland 0 202 202
Mexico 948 387 1,335
U.S. 126,804 146,852 273,656
Total 131,579 150,866 282,444
Central and South America
Argentina 0 474 474
Bolivia 1 0 1
Brazil 0 13,149 13,149
Chile 34 1,268 1,302
Colombia 6,908 420 7,328
Ecuador 0 26 26
Peru 1,058 110 1,168
Venezuela 528 0 528
Total 8,530 15,448 23,977
Western Europe
Austria 0 28 28
Croatia 7 36 43
France 24 15 40
Germany 25,353 47,399 72,753
Greece 0 3,168 3,168
Ireland 15 0 15
Italy 0 37 37
Netherlands 548 0 548
Norway 0 1 1
Portugal 3 36 40
Slovenia 0 303 303
Spain 220 507 728
Sweden 0 1 1
Turkey 306 3,760 4,066
United Kingdom 1,102 551 1,653
Yugoslavia 71 17,849 17,919
Total 27,650 73,693 101,343
Eastern Europe and former U.S.S.R.
Bulgaria 14 2,974 2,988
Czech Republic 2,330 3,929 6,259
Hungary 0 1,209 1,209
Kazakhstan 34,172 3,307 37,479
Kyrgyzstan 0 895 895
Poland 22,377 2,050 24,427
Romania 1 1,605 1,606
Russia 54,110 118,964 173,074
Slovakia 0 190 190
Ukraine 17,939 19,708 37,647
Uzbekistan 1,102 3,307 4,409
Total 132,046 158,138 290,183
Middle East
Iran 1,885 0 1,885
Total 1,885 0 1,885
Africa
(continued)
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TABLE 2.6 (Continued)

Region/Country Recoverable Anthracite Recoverable Lignite Total Recoverable
and Bituminous and Subbituminous Coal
Algeria 44 0 44
Botswana 4,740 0 4,740
Central African Republic 0 3 3
Congo (Kinshasa) 97 0 97
Egypt 0 24 24
Malawi 0 2 2
Mozambique 234 0 234
Niger 77 0 77
Nigeria 23 186 209
South Africa 54,586 0 54,586
Swaziland 229 0 229
Tanzania 220 0 220
Zambia 11 0 11
Zimbabwe 553 0 553
Total 60,816 216 61,032
Far East and Oceania

Afghanistan 73 0 73
Australia 46,903 43,585 90,489
Burma 2 0 2
China 68,564 57,651 126,215
India 90,826 2,205 93,031
Indonesia 871 5,049 5,919
Japan 852 0 852
Korea, North 331 331 661
Korea, South 86 0 86
Malaysia 4 0 4
Nepal 2 0 2
New Caledonia 2 0 2
New Zealand 36 594 631
Pakistan 0 2,497 2,497
Philippines 0 366 366
Taiwan 1 0 1
Thailand 0 1,398 1,398
Vietnam 165 0 165
Total 208,719 113,675 322,394
World total 571,224 512,035 1,083,259

Notes: The estimates in this table are dependent on the judgment of each reporting country to interpret local economic
conditions and its own mineral assessment criteria in terms of specified standards of the World Energy Council.
Consequently, the data may not all meet the same standards of reliability, and some data may not represent reserves of
coal known to be recoverable under current economic conditions and regulations. Some data represent estimated recovery
rates for highly reliable estimates of coal quantities in the ground that have physical characteristics like those of coals
currently being profitably mined. U.S. coal rank approximations are based partly on Btu content and may not precisely match
borderline geologic ranks. Data for the U.S. represent recoverable coal estimates as of December 31, 2000. Data for other
countries are as of December 31, 1999.

Millions of tons.

Sources: World Energy Council, Survey of Energy Resources 2001, October 2001. U.S. Energy Information Administration.
Unpublished file data of the Coal Reserves Data Base (February 2002).

Prior to the signing of the 1990 Clean Air Act Amendments, most coal was transported to the closest
power plant or other end-use facility to reduce transportation costs. Because most coal-fired plants are
east of the Mississippi River, most of the coal was transported from eastern coal mines. However, once the
Amendments, which required sulfur emissions to be more strictly controlled, began to be enforced, the
potential economic advantage of transporting and using low-sulfur western coals compared to installing
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FIGURE 2.2  Supply region shares of domestic coal distribution. (From Energy Information Administration, EIA-6,
“Coal Distribution Report.”)

expensive cleanup facilities in order to continue to use high-sulfur eastern coals began to be considered.
This resulted in increasing the average distance coal was shipped from 640 miles in 1988 to 793 miles
in 1997.

In comparing shipments from coal-producing regions, the trend of Figure 2.2 shows that an increasing
share of coal was shipped from the low-sulfur coal producing Powder River Basin between 1988 and 1997
and that less coal was shipped from the high-sulfur coal producing Central Appalachian Basin. Overall,
coal use continued to increase at about 2.2% per year over this timeframe.

The cost of transporting coal decreased between 1988 and 1997, due to the increased competition from
the low-sulfur western coals following passage of the Clean Air Act Amendments in 1990. This decrease
held for all sulfur levels, except for a slight increase in medium sulfur B coals over the last couple of years,
as shown in Figure 2.3.
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FIGURE 2.3 Average rate per ton for contract coal shipments by rail, by sulfur category, 1988-1997. Notes: low
sulfur=Iless than or equal to 0.6 b of sulfur per million Btu; medium sulfur A=0.61-1.251b per million Btu;
medium sulfur B=1.26-1.67 Ib per million Btu; high sulfur=greater than 1.67 Ib per million Btu. 1997. (From
Energy Information Administration, Coal Transportation Rate Database.)
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2.2 Environmental Aspects

Richard Bajura

Along with coal production and use comes a myriad of potential environmental problems, most of
which can be ameliorated or effectively addressed during recovery, processing, conversion, or
reclamation. Underground coal reserves are recovered using the two principal methods of room-and-
pillar mining (60%) and longwall mining (40%). In room-and-pillar mining, coal is removed from the
seam in a checkerboard pattern (the “room”) as viewed from above, leaving pillars of coal in an alternate
pattern to support the roof of the mine. When using this technology, generally half of the reserves are left
underground. Depending upon the depth of the seam and characteristics of the overburden, subsidence
due to the removal of the coal may affect the surface many years after the mining operation is completed.
Because of the danger of collapse and movement of the surface, undermined lands are not used as
building sites for large, heavy structures.

Longwall mining techniques employ the near-continuous removal of coal in rectangular blocks with a
vertical cross section equal to the height of the seam multiplied by the horizontal extent (width) of the panel
being mined. As the longwall cutting heads advance into the coal seam, the equipment is automatically moved
forward. The roof of the mine collapses behind the shields, and most of the effects of subsidence are observed
on the surface within several days of mining. If the longwall mining operation proceeds in a continuous
fashion, subsidence may occur smoothly so that little damage occurs to surface structures. Once subsidence
has occurred, the surface remains stable into the future. Longwall mining operations may influence water
supplies as a result of fracturing of water-bearing strata far removed from the panel being mined.

When coal occurs in layers containing quartz dispersed in the seam or in the overburden, miners are at
risk of exposure to airborne silica dust, which is inhaled into their lungs. Coal workers’ pneumonoco-
niosis, commonly called black lung disease, reduces the ability of a miner to breathe because of the effects
of fibrosis in the lungs.

Surface mining of coal seams requires the removal of large amounts of overburden, which must
eventually be replaced into the excavated pit after the coal resource is extracted. When the overburden
contains large amounts of pyrite, exposure to air and water produces a discharge known as acid mine
drainage, which can contaminate streams and waterways. Iron compounds formed as a result of the
chemical reactions precipitate in the streams and leave a yellow- or orange-colored coating on rocks and
gravel in the streambeds. The acid caused by the sulfur in the pyrite has been responsible for significant
destruction of aquatic plants and animals. New technologies have been and continue to be developed to
neutralize acid mine drainage through amendments applied to the soil during the reclamation phases of
the mining operation. Occasionally, closed underground mines fill with water and sufficient pressure is
created to cause “blowouts” where the seams reach the surface. Such discharges have also been
responsible for massive fish kills in receiving streams.

The potential for acid rain deposition from sulfur and nitrogen oxides released to the atmosphere
during combustion is a significant concern. About 95% of the sulfur oxide compounds can be removed
through efficient stack gas cleaning processes such as wet and dry scrubbing. Also, techniques are
available for removing much of the sulfur from the coal prior to combustion. Combustion strategies are
also being developed that reduce the formation and subsequent release of nitrogen oxides.

The potential for greenhouse warming due to emissions of carbon dioxide during combustion (as well
as methane during mining and mine reclamation) has also been raised as a significant concern. Because
coal is largely composed of carbon with relatively little hydrogen, its combustion leads to a higher level of
carbon dioxide emissions per unit of energy released than for petroleum-based fuels or natural gas.

Defining Terms

Coalification: The physicochemical transformation that coal undergoes after being buried and subjected
to elevated temperature and pressure. The classification of a particular coal by rank is a measure of
the extent of its coalification. Thus, coalification is a measure of the “age” of a particular coal.
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Fixed carbon content: One of the constituents that make up the proximate analysis of a coal. It is
normally measured by difference. That is, one measures the volatile matter content and the moisture
and ash contents, if the fixed carbon content is reported on a basis containing one or both of those
constituents, and subtracts the result(s) from 100% to find the fixed carbon content. One should not
confuse the fixed carbon content of a coal with its (elemental) carbon content found in the ultimate
analysis. Although carbon is certainly in the material making up the fixed carbon content, it is not all
of the carbon present in the original coal, and other elements are also present.

Gross calorific value: Calorific value is a measure of the energy content of a material—in this case, a coal
sample. Calorific value is measured by ASTM Standard Test Method D 2015M, Gross Calorific Value
of Solid Fuel by the Adiabatic Bomb Calorimeter, or by ASTM Standard Test Method D 3286, Gross
Calorific Value of Solid Fuel by the Isothermal-Jacket Bomb Calorimeter. The gross calorific value
takes into account the additional heat gained by condensing any water present in the products of
combustion, in contrast to the net calorific value, which assumes that all water remains in the
vapor state.

Maceral: An organic substance or optically homogeneous aggregate of organic substance in a coal sample
that possesses distinctive physical and chemical properties.

Proximate analysis: A method to measure the content of four separately identifiable constituents in a
coal: volatile matter content; fixed carbon content; moisture content; and ash content, all of which
are reported on a weight percent basis. The standard method for obtaining the proximate analysis of
coal or coke is defined by the ASTM in Standard Test Method D 3172.

Rank: A classification scheme for coals that describes the extent of coalification that a particular coal has
undergone. The structure, chemical composition, and many other properties of coals vary system-
atically with rank. The standard method for determining the rank of a coal sample is defined by the
ASTM in Standard Test Method D 388.

Type: A classification scheme for coals that references the original plant material from which the coal
was derived.

Ultimate analysis: A method to measure the elemental composition of a coal sample. Typical ultimate
analyses include carbon, hydrogen, oxygen, sulfur, and nitrogen contents, but other elements can also
be reported. These other elements are usually not present to any appreciable extent. However, if they
are reported, the sum of all the elements reported (including moisture and ash content) should equal
100%. The standard method for the ultimate analysis of coal or coke is defined by the ASTM in
Standard Test Method D 3176.

Volatile matter content: The mass of material released upon heating the coal sample under specific
conditions, defined by the ASTM Standard Test Method D 3175.
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For Further Information

An excellent resource for understanding coal, its sources, uses, limitations, and potential problems is the
book by Elliott referenced under Elliott and Yohe (1981) and Habermehl et al. (1981). A reader wishing an
understanding of coal topics could find no better resource. Another comprehensive book, which includes
more-recent information but is not quite as weighty as Elliott’s (664 pages vs. 2374 pages), is The Chemistry
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and Technology of Coal, edited (second edition, revised and expanded) by James G. Speight. For
information specific to the environmental problems associated with the use of coal, the reader is referred
to Norbert Berkowitz’s chapter entitled “Environmental Aspects of Coal Utilization” in An Introduction to
Coal Technology. For information on the standards for coal analyses and descriptions of the associated
procedures, the reader is referred to any recent edition of the ASTM’s Annual Book of ASTM Standards.
Section 5 covers petroleum products, lubricants, and fossil fuels, including coal and coke.

2.3 0il

Philip C. Crouse

2.3.1 Overview

The U.S. Department of Energy’s Energy Information Administration (EIA) annually provides a wealth
of information concerning most energy forms including fossil fuels. The oil and natural gas sections are
extracted summaries for the most germane information concerning oil and natural gas. Fossil fuel energy
continues to account for over 85% of all world energy in 2000. The EIA estimates that in 2025, fossil fuels
will still dominate energy resources with natural gas having the most growth. The base case of the EIA
predicts that world energy consumption will grow by 60% over the next two decades. Figure 2.4 shows
steady growth in global energy consumption. The projections show that in 2025 the world will consume
three times the energy it consumed in 1970.

In the United States, wood served as the preeminent form of energy for about half of the nation’s
history. Around the 1880s, coal became the primary source of energy. Despite its tremendous and rapid
expansion, coal was overtaken by petroleum in the middle of the 1900s. Natural gas, too, experienced
rapid development into the second half of the 20th century, and coal began to expand again. Late in the
1900s, nuclear electric power was developed and made significant contributions.

Although the world’s energy history is one of large-scale change as new forms of energy have been
developed, the outlook for the next couple of decades is for continued growth and reliance on the three
major fossil fuels of petroleum, natural gas, and coal. Only modest expansion will take place in renewable
resources and relatively flat generation from nuclear electric power, unless major breakthroughs occur in
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FIGURE 2.4 World energy consumption, 1970-2025. (History from EIA, International Energy Annual 2001,
DOE/EIA-0219(2001), Washington, DC, Feb. 2003, www.eia.doe.gov/iea/. Projections from EIA, System for the
analysis of Global Energy Markets (2003).)
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TABLE 2.7 World Total Energy Consumption by Region and Fuel, Reference Case, 1990-2025

History Projections
Region/Country 1990 2000 2001 2005 2010 2015 2020 2025 Average Annual
Percent Change,
2001-2025
Industrialized Countries
North America
Oil 40.4 46.3 459 48.3 54.2 59.7 64.3 69.3 1.7
Natural Gas 23.1 28.8 27.6 30.6 34.0 37.9 42.0 46.9 2.2
Coal 20.7 24.5 23.9 24.9 27.3 28.7 30.0 31.8 1.2
Nuclear 6.9 8.7 8.9 9.4 9.6 9.7 9.7 9.5 0.3
Other 9.5 10.6 9.4 11.3 12.0 12.7 13.4 13.9 1.7
Total 100.6 118.7 115.6 124.6 137.2 148.7 159.4 171.4 1.7
Western Europe
Oil 25.8 28.5 28.9 29.2 29.7 30.3 30.6 31.6 0.4
Natural gas 9.7 14.9 15.1 15.9 17.5 20.1 23.4 26.4 2.4
Coal 124 8.4 8.6 8.3 8.2 7.5 6.8 6.7 —1.0
Nuclear 7.4 8.8 9.1 8.9 9.1 8.8 8.1 6.9 —1.1
Other 4.5 6.0 6.1 6.8 7.5 8.0 8.4 8.8 1.5
Total 59.9 66.8 68.2 69.1 72.1 74.7 77.3 80.5 0.7
Industrialized Asia
Oil 12.1 13.2 13.0 13.5 14.3 15.1 15.8 16.7 1.1
Natural gas 2.5 4.0 4.1 4.4 4.6 5.0 53 5.9 1.5
Coal 4.2 5.7 5.9 5.8 6.3 6.7 7.0 7.4 0.9
Nuclear 2.0 3.0 32 3.2 3.6 3.9 4.0 3.9 0.9
Other 1.6 1.6 1.6 1.9 2.0 2.1 2.3 2.4 1.7
Total 22.3 27.5 27.7 28.8 30.8 32.8 344 36.4 1.1
Total industrialized
Oil 78.2 88.1 87.8 90.9 98.2 105.1 110.7 117.6 1.2
Natural Gas 354 47.7 46.8 50.9 56.1 63.0 70.7 79.2 2.2
Coal 37.3 38.6 38.5 39.1 41.9 42.9 43.7 45.9 0.7
Nuclear 16.3 20.5 21.2 21.5 22.3 223 21.8 20.4 —0.2
Other 15.6 18.2 17.1 20.0 21.6 22.8 24.0 25.2 1.6
Total 182.8 213.0 211.5 222.5 240.1 256.2 271.1 288.3 1.3
EE/FSU
QOil 21.0 10.9 11.0 12.6 14.2 15.0 16.5 18.3 2.1
(continued)
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TABLE 2.7 (Continued)

History Projections
Region/Country 1990 2000 2001 2005 2010 2015 2020 2025 Average Annual
Percent Change,
2001-2025
Natural gas 28.8 23.3 23.8 27.9 31.9 36.9 42.0 47.0 2.9
Coal 20.8 12.2 12.4 13.7 12.7 12.5 11.2 10.2 —0.8
Nuclear 2.9 3.0 3.1 3.3 3.3 33 3.0 2.6 —0.7
Other 2.8 3.0 3.2 3.6 3.7 3.9 4.0 4.1 1.1
Total 76.3 52.2 53.3 61.1 65.9 71.6 76.7 82.3 1.8
Developing Countries
Developing Asia

Oil 16.1 30.2 30.7 33.5 38.9 45.8 53.8 61.9 3.0
Natural gas 3.2 6.9 7.9 9.0 10.9 15.1 18.6 22.7 4.5
Coal 29.1 37.1 39.4 41.3 49.4 56.6 65.0 74.0 2.7
Nuclear 0.9 1.7 1.8 2.6 3.1 4.1 4.5 5.0 4.3
Other 3.2 4.5 5.1 6.1 7.8 8.9 10.0 11.0 3.2
Total 52.5 80.5 85.0 92.5 110.1 130.5 151.9 174.6 3.0

Quadrillion Btu.

Source: International Energy Outlook-2003, U.S. Dept. of Energy, Energy Information Administration.
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energy technologies. Table 2.7 shows EIA’s estimate of growth of selected energy types with oil needs
dominating the picture over the next 20 years.

2.3.2 Crude Oil Classification and World Reserves

Obtaining accurate estimates of world petroleum and natural gas resources and reserves is difficult and
uncertain, despite excellent scientific analysis made over the years. Terminology standards used by industry
to classify resources and reserves has progressed over the last 10 years with the Society of Petroleum
Evaluation Engineers leading an effort to establish a set of standard definitions that would be used by all
countries in reporting reserves. Classifications of reserves, however, continue to be a source of controversy
in the international oil and gas community. This subsection uses information provided by the Department
of Energy classification system. The next chart shows the relationship of resources to reserves. Recoverable
reserves include discovered and undiscovered resources. Discovered resources are those resources that
can be economically recovered. Figure 2.5 shows the relationship of petroleum resource and reserves terms.

Discovered resources include all production already out of the ground and reserves. Reserves are
further broken down into proved reserves and other reserves. Again, many different groups classify
reserves in different ways, such as measured, indicated, internal, probable, and possible. Most groups
break reserves into producing and nonproducing categories. Each of the definitions is quite voluminous
and the techniques for qualifying reserves vary globally. Table 2.8 shows estimates made by the EIA for
total world oil resources.

2.3.3 Standard Fuels

Petroleum is refined into petroleum products that are used to meet individual product demands. The
general classifications of products are:

Total oil & gas resource base

Undiscovered Discovered resources
resources (oil and gas in-place)
[
[ 1
Economically || Economically recoverable resources
unrecoverable (ultimate recovery)
resources I I
Other reserves Proved ultimate
(not proved) recovery
I I I
Possible || Probable Proved |[|Cumulative
reserves || reserves reserves ||production
form
-23
includes
Proved Proved

non-producing || developed

producing
Proved
Proved developed
undeveloped non-producing

FIGURE 2.5 Components of the oil and gas resource base. (From EIA, Office of Gas and Oil.)
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TABLE 2.8 Estimated World Oil Resources, 2000-2025

Region and Country Proved Reserves Reserve Growth Undiscovered
Industrialized
U.s. 22.45 76.03 83.03
Canada 180.02 12.48 32.59
Mexico 12.62 25.63 45.77
Japan 0.06 0.09 0.31
Australia/New Zealand 3.52 2.65 5.93
Western Europe 18.10 19.32 34.58
Eurasia
Former Soviet Union 77.83 137.70 170.79
Eastern Europe 1.53 1.46 1.38
China 18.25 19.59 14.62
Developing countries
Central and South America 98.55 90.75 125.31
India 5.37 3.81 6.78
Other developing Asia 11.35 14.57 23.90
Africa 77.43 73.46 124.72
Middle East 685.64 252.51 269.19
Total 1,212.88 730.05 938.90
OPEC 819.01 395.57 400.51
Non-OPEC 393.87 334.48 538.39

Note: Resources include crude oil (including lease condensates) and natural gas plant liquids.
Billion barrels.

Source: U.S.

Geological Survey, World Petroleum Assessment 2000, web site http://greenwood.cr.usgs.gov/energy/

WorldEnergy/DDS-60.

1. Natural gas liquids and liquefied refinery gases. This category includes ethane (C,Hg); ethylene
(C,H,); propane (CsHg); propylene (CsHg); butane and isobutane (C4H,,); and butylene and
isobutylene (C,Hs).

2. Finished petroleum products. This category includes motor gasoline; aviation gasoline; jet fuel;
kerosene; distillate; fuel oil; residual fuel oil; petrochemical feed stock; naphthas; lubricants; waxes;
petroleum coke; asphalt and road oil; and still gas.

Motor gasoline includes reformulated gasoline for vehicles and oxygenated gasoline such as
gasohol (a mixture of gasoline and alcohol).

Jet fuel is classified by use such as industrial or military and naphtha and kerosene type.
Naphtha fuels are used in turbo jet and turbo prop aircraft engines and exclude ram-jet and
petroleum rocket fuel.

Kerosene is used for space heaters, cook stoves, wick lamps, and water heaters.

Distillate fuel oil is broken into subcategories: No. 1 distillate, No. 2 distillate, and No. 4 fuel
oil, which is used for commercial burners.

Petrochemical feedstock is used in the manufacture of chemicals, synthetic rubber,
and plastics.

Naphthas are petroleums with an approximate boiling range of 122°F-400°F.

Lubricants are substances used to reduce friction between bearing surfaces, as process
materials, and as carriers of other materials. They are produced from distillates or residues.
Lubricants are paraffinic or naphthenic and separated by viscosity measurement.

Waxes are solid or semisolid material derived from petroleum distillates or residues. They
are typically a slightly greasy, light colored or translucent, crystallizing mass.

Asphalt is a cement-like material containing bitumens. Road oil is any heavy petroleum oil
used as a dust pallatine and road surface treatment.
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TABLE 2.9 World Crude Oil Refining Capacity, January 1, 2002

Thousand Barrels per Day

Region/Country Number of Crude Oil Catalytic Thermal Reforming
Refineries Distillation Cracking Cracking
North America 180 20,254 6,619 2,450 4,140
Central and South 70 6,547 1,252 435 447
America
Western Europe 112 15,019 2,212 1,603 2,214
Eastern Europe and 87 10,165 778 516 1,353
Former U.S.S.R.
Middle East 46 6,073 312 406 570
Africa 46 3,202 195 88 387
Asia and Oceania 203 20,184 2,673 421 2,008
World Total 744 81,444 14,040 5,918 11,119

Source: Last updated on 3/14/2003 by DOE/EIA.

e Still gas is any refinery by-product gas. It consists of light gases of methane; ethane;
ethylene; butane; propane; and the other associated gases. Still gas is typically used as a
refinery fuel.

Table 2.9 shows world refining capacity as of January 1, 2002. The number of oil refineries continues to
grow as demands for petroleum products have continued to grow.

2.4 Natural Gas

Philip C. Crouse

2.4.1 Overview

Natural gas has been called the environmentally friendly fossil fuel because it releases fewer harmful
contaminants. World production of dry natural gas was 73.7 trillion ft’ and accounted for over 20% of
world energy production. In 1990 Russia accounted for about one third of world natural gas. With about
one quarter of the world’s 1990 natural gas production, the second largest producer was the U.S.

According to the U.S. Department of Energy, natural gas is forecast to be the fastest growing primary
energy. Consumption of natural gas is projected to nearly double between 2001 and 2025, with the most
robust growth in demand expected among the developing nations. The natural gas share of total energy
consumption is projected to increase from 23% in 2001 to 28% in 2025.

Natural gas traded across international borders has increased from 19% of the world’s consumption in
1995 to 23% in 2001. The EIA notes that pipeline exports grew by 39% and liquefied natural gas (LNG)
trade grew by 55% between 1995 and 2001. LNG has become increasingly competitive, suggesting the
possibility for strong worldwide LNG growth over the next two decades. Figure 2.6 shows projections of
natural gas consumption in 2025 to be five times the consumption level in 1970.

2.4.2 Reserves and Resources

Since the mid-1970s, world natural gas reserves have generally trended upward each year As of January 1,
2003, proved world natural gas reserves, as reported by Oil ¢ Gas Journal, were estimated at 5501 trillion
ft>. Over 70% of the world’s natural gas reserves are located in the Middle East and the EE/FSU, with
Russia and Iran together accounting for about 45% of the reserves. Reserves in the rest of the world are
fairly evenly distributed on a regional basis.
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FIGURE 2.6 World natural gas consumption, 1970-2025. (History from EIA, International Energy Annual 2001,
DOE/EIA-0219(2001), Washington, DC, Feb. 2003, www.eia.doe.gov/iea/. Projections from EIA, System for the
analysis of Global Energy Markets (2003).)

The U.S. Geological Survey (USGS) regularly assesses the long-term production potential of
worldwide petroleum resources (oil, natural gas, and natural gas liquids). According to the most
recent USGS estimates, released in the World Petroleum Assessment 2000, the mean estimate for
worldwide undiscovered gas is 4839 trillion ft’. Outside the U.S. and Canada, the rest of the world
reserves have been largely unexploited. Outside the U.S., the world has produced less than 10% of its total
estimated natural gas endowment and carries more than 30% as remaining reserves. Figure 2.7 shows
world natural gas reserves by region from 1975 to 2003. Table 2.10 shows natural gas reserves of the top
20 countries compared to world reserves. Russia, Iran, and Qatar account for over half of estimated world
gas reserves.

0 Trillion cubic feet

5000

4000 |

3000 1 Developing "

2000 +
EE/FSU
1000 -__ Industrialized
0

I T U T I F I T
1975 1979 1983 1987 1991 1995 1999 2003

FIGURE 2.7 World natural gas reserves by region, 1975-2003. (Data for 1975-1993 from Worldwide oil and gas at a
glance, International Petroleum Encyclopedia, Tulsa, OK: PennWell Publishing, various issues. Data for 1994-2003
from Oil & Gas Journal, various issues.)
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TABLE 2.10 World Natural Gas Reserves by Country as of January 1, 2003

Country Reserves (trillion ft*) Percent of World Total

World 5501 100.0
Top 20 countries 4879 88.7
Russia 1680 30.5
Iran 812 14.8
Qatar 509 9.2
Saudi Arabia 224 4.1
United Arab Emirates 212 3.9
U.sS. 183 33
Algeria 160 2.9
Venezuela 148 2.7
Nigeria 124 2.3
Iraq 110 2.0
Indonesia 93 1.7
Australia 90 1.6
Norway 77 1.4
Malaysia 75 1.4
Turkmenistan 71 1.3
Uzbekistan 66 1.2
Kazakhstan 65 1.2
Netherlands 62 1.1
Canada 60 1.1
Egypt 59 1.1
Rest of World 622 11.3

Source: Oil Gas J., 100 (December 23, 2002), 114-115.

2.4.3 Natural Gas Production Measurement

2-23

Natural gas production is generally measured as “dry” natural gas production. It is determined as the
volume of natural gas withdrawn from a reservoir less (1) the volume returned for cycling and
repressuring reservoirs; (2) the shrinkage resulting from the removal of lease condensate and plant
liquids; and (3) the nonhydrocarbon gases. The parameters for measurement are 60°F and 14.73 1b

standard per square inch absolute.

2.4.4 World Production of Dry Natural Gas
From 1983 to 1992, dry natural gas production grew from 54.4 to 75 trillion ft>. The breakdown by region

of world is shown in Table 2.11.

TABLE 2.11 World Dry Natural Gas Production

Country/Region 1983 1992 2000

North, Central, and South America 21.20 25.30 30.20
Western Europe 6.20 7.85 10.19
Eastern Europe and former U.S.S.R. 21.09 28.60 26.22
Middle East and Africa 2.95 6.87 12.01
Far East and Oceania 2.96 6.38 9.48
World total 54.40 75.00 88.10

Trillion ft>.

Source: From EIA, Annual Energy Review 1993, EIA, Washington, DC, July 1994, 305, and

International Energy Outlook-2003.
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TABLE 2.12 Relation of API Gravity, Specific Gravity, and Weight per Gallon of

Gasoline

Degree API Specific Gravity Weight of Gallon (Ib)
8 1.014 8.448
9 1.007 8.388
10 1.000 8.328
15 0.966 8.044
20 0.934 7.778
25 0.904 7.529
30 0.876 7.296
35 0.850 7.076
40 0.825 6.870
45 0.802 6.675
50 0.780 6.490
55 0.759 6.316
58 0.747 6.216

Note: The specific gravity of crude oils ranges from about 0.75 to 1.01.

2.4.5 Compressed Natural Gas

Environmental issues have countries examining and supporting legislation to subsidize the development
of cleaner vehicles that use compressed natural gas (CNG). Even with a push toward the use of CNG-
burning vehicles, the numbers are quite small when compared with gasoline vehicles. Recent efforts
toward car power have been focused on hybrid electric-gasoline cars and fuel cell vehicles.

2.4.6 Liquefied Natural Gas (LNG)

Natural gas can be liquefied by lowering temperature until a liquid state is achieved. It can be transported
by refrigerated ships. The process of using ships and providing special-handling facilities adds
significantly to the final LNG cost. LNG projects planned by a number of countries may become
significant over the next 20 years, with shipments of LNG exports ultimately accounting for up to 25% of
all gas exports.

2.4.7 Physical Properties of Hydrocarbons

The most important physical properties from a crude oil classification standpoint are density or
specific gravity and the viscosity of liquid petroleum. Crude oil is generally lighter than water. A
Baume-type scale is predominantly used by the petroleum industry and is called the API (American
Petroleum Institute) gravity scale (see Table 2.12). It is related directly to specific gravity by the
formula:

_(415)
? = (1315 + °API)

where ¢= specific gravity. Temperature and pressure are standardized at 60°F and 1 atm pressure.
Other key physical properties involve the molecular weight of the hydrocarbon compound and the
boiling point and liquid density. Table 2.13 shows a summation of these properties.
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TABLE 2.13 Other Key Physical Properties of Hydrocarbons

Compound Molecular Boiling Point at Liquid Density at 14.7 psia
Weight 14.7 psia in °F and 60°F-Ib/gal

Methane 16.04 —258.7 2.90
Ethane 30.07 —125.7 4.04
Propane 44.09 —43.7 4.233
Isobutane 58.12 10.9 4.695
n-Butane 58.12 31.1 4.872
Isopentane 72.15 82.1 5.209
n-Pentane 72.15 96.9 5.262
n-Hexane 86.17 155.7 5.536
n-Heptane 100.2 209.2 5.738
n-Octane 114.2 258.2 5.892
n-Nonane 128.3 303.4 6.017
n-Decane 142.3 345.4 6.121

Defining Terms

API gravity: A scale used by the petroleum industry for specific gravity.

Discovered resources: Include all production already out of the ground and reserves.

Proved resources: Resources that geological and engineering data demonstrate with reasonable certainty
to be recoverable in future years from known reservoirs under existing economic and
operating conditions.

Recoverable resources: Include discovered resources.

For Further Information

The Energy Information Agency of the U.S. Department of Energy, Washington, DC, publishes
International Energy Outlook and other significant publications periodically.
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Biomass energy encompasses a wide variety of energy technologies that use renewable plant matter, or
phytomass, derived from photosynthesis as a feedstock to produce solid, liquid, and gaseous biofuels or
used directly as an energy source producing heat and electricity. Biorefinery concepts are being developed
that could result in the production of multiple energy carriers, as well as bioproducts from the same
biomass resource.

3.1 Biomass Feedstock Technologies

3.1.1 Photosynthesis

Biomass fuels are derived from green plants, which capture solar energy and store it as chemical energy
through the photosynthetic reduction of atmospheric carbon dioxide. Plant leaves are biological solar
collectors while the stems, branches, and roots are the equivalent of batteries storing energy-rich complex
carbon compounds. Elemental analysis shows that wood and grasses are about 50% carbon. The average
photosynthetic efficiency of converting solar energy into energy stored in organic carbon compounds on
an annual basis varies from less than 0.5% in temperate and tropical grasslands to about 1.5% in moist
tropical forests (Cralle and Vietor 1989). Although seemingly quite low, the worldwide annual storage of
photosynthetic energy in terrestrial biomass is huge, representing approximately 10 times world annual
use of energy (Hall et al. 1993). This annual energy storage reflects the diversity and adaptability of
terrestrial plants in many different climate zones, from the polar regions to the tropics.

3.1.2 Biomass Residue Resources

The majority of biomass energy used today is derived from residues associated with the production of
timber and food crops in the field and the forest, as well as in their processing into final products. On the
average, for each tonne of grain or timber harvested, there is an equivalent amount of stalk, straw, or

3-1
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forest residues such as branch materials. Residues from agricultural crops, such as cereal straws, are
already used for bioenergy in many parts of the world and represent a large, immediately accessible
resource for bioenergy in the United States. Agriculture residue recovery in the U.S. will have the most
potential in high-yield cropland areas, especially those in which no-till management systems are used.
Under such conditions, some portion of the crop residue may be sustainably and economically
recoverable for bioenergy.

Under conventional management practices, corn stover, wheat straw, and other crop residues often
have greater economic value because they are left on the land to restore nutrients, reduce erosion, and
stabilize soil structure. Sustainably recoverable agricultural crop residues in the U.S. are estimated to be
less than 136 Mt (Walsh et al. 2000; Gallagher et al. 2003) (all biomass amounts are on a dry basis). Crop
residues worldwide are estimated to have an energy value of 12.5 EJ (Hall et al. 1993).

Recoverable wood residues from all sources in the U.S. are estimated to be approximately 94.3 Mt
(McKeever 2003). This includes 67.6 Mt of logging residues; 16.4 Mt of construction and demolition
wastes; and 8.7 Mt of recoverable solid wood from the postconsumer urban residue stream (or municipal
solid waste stream). Primary timber mills produce about 73.7 Mt of residues; however, about 97% of this
is already utilized.

A potentially large wood residue resource consists of the small-diameter growing trees and woody
debris that need to be removed from U.S. forests to reduce hazardous fuel loading in forest fire
mitigation. Small-diameter wood is already harvested for fuelwood in many parts of the world. The
estimated forest residues, worldwide have an energy value of 13.5 EJ (Hall et al. 1993). Forest industry
processing residues (e.g., sawdust or black liquor from pulping processes) are already used for energy in
most cases.

3.1.3 Potential Forestry Biomass Resources Worldwide

The amount of harvestable woody biomass produced by natural forests on an annual basis ranges from
about 2 to 6 tha™ 'y~ ' (with the higher yields usually in tropical regions); this could be increased to
4-12tha” 'y~ if brought under active management. Such management would include optimizing
harvesting strategies for production, fertilization, and replanting natural stands with faster-growing
species. As of 1990, 10% of world forests, or 355 Mha, were actively managed. If managed forests were
increased to 20%, and if 20% of the harvested material were used for energy, the annual worldwide
resource of wood for energy from currently forested land would amount to between 284 and 852 Mt of
available wood, or about 5.6-17 EJ of primary energy based on potential yield ranges of managed forests.
The most optimistic estimates of biomass potential would provide a total primary energy resource of
about 30 E] from managed forests (Sampson et al. 1993).

3.1.4 Potential Energy Crop Production

Significantly increasing the world’s biomass energy resources will require the production of high-yield
crops dedicated to conversion to bioenergy. The most environmentally beneficial dedicated crop
production systems will be the production of perennial plants, using genetically superior materials,
established on previously cropped land, and managed as agricultural crops. Perennials such as annually
harvested grasses or short rotation trees harvested on a cycle of 3-10 years minimize soil disturbance,
increase the build-up of soil carbon, provide wildlife habitat, and generally require fewer inputs of
chemicals and water for a given level of production.

Energy crop yields will be highest in locations where genetically superior material is planted on land
with plenty of access to sunshine and water. In the moist tropics and subtropics, as well as in irrigated
desert regions, yields in the range of 20-30tha 'y~ ' are achievable with grasses and trees
(e.g., eucalypts and tropical grasses, and hybrid poplars in the irrigated Pacific Northwest of the U.S.).
Without irrigation, temperate woody crops would be expected to yield 9-13 t ha~ 'y~ ' of harvestable
biomass, though several experimental trials have demonstrated yields of improved genotypes of poplars
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in the range of 12-20 tha™ 'y~ '

temperate perennial grasses with no irrigation typically yield about 7-11 t ha 'y~ '; selected grasses in
experimental trials have commonly achieved yields of 11-22tha™ 'y~ ' with occasional yields of
1627 tha™ 'y~ in some years. Although grass yields vary from year to year, the Alamo variety of
switchgrass has averaged around 23 t ha— 'y~ ' (10 dry ton/acre/year) over 12 years in the southeastern
U.S., where a long growing season favors warm-season grasses (McLaughlin and Kszos personal
communication).

Temperate shelterbelts and tropical agroforestry plantings could also contribute greatly to biomass
energy resources. Assuming a range of possible yields, the primary energy resource potential of
converting 10%-15% of cropland to energy crops has been estimated to range from a low of 18 EJ to
a high of 49 EJ. A further 25-100 EJ has been estimated to be available from the conversion of grasslands
and degraded areas to the production of biomass energy resources worldwide (Sampson et al. 1993).

and best yields up to 27 tha™'y~' (Wright 1994). Unimproved
1

3.1.5 Terrestrial and Social Limitations

M.J.R. Cannell provides estimates of theoretical, realistic, and conservative/achievable capacity of biofuel
plantations of trees or annual crops to produce primary energy and offset global carbon emissions
between 2050 and 2100 (Cannell 2003). The theoretical estimate of biomass energy potential assumes
600-800 Mha, or a maximum of 55% of current cropland area (although including large areas of
previous crop land that are now degraded) and average yields increasing from 10 to 25tha™'y ™!
providing 150-300 EJ. The realistic estimate of biomass energy potential assumes 200-400 Mha
(14%-28% of current cropland area) and average yields of 10tha™'y™' (37-74 EJ); the conserva-
tive/achievable estimate assumes 50-200 Mha of current cropland and average yields of 10 tha™'y ™'
(9-37 EJ).

Cannell’s conservative estimate recognizes that developing countries continue to face food and water
shortages and increasing populations, and that substantial economic and policy obstacles must be
overcome. Additionally, the life cycle environmental and social impacts are not always strongly positive,
depending on the crop management systems used and the conversion process employed.

3.1.6 Biomass Facility Supply Considerations

The location of large biorefinery facilities will be limited by local biomass supply availability and price
considerations. Siting opportunities for facilities in the U.S. that require 500 t d ' or less of biomass
delivered at prices of 40$ t ~ ' or greater will be abundant, especially if dedicated crops are included in the
supply mix. U.S. locations with abundant supplies of biomass delivered at 20$ t~" or less will be quite
limited. As facility size increases to 2000 t d ™! (the smallest size being considered for most biorefineries),
up to 10,000 dt/day, suitable locations will become increasingly limited and/or prices will be considerably
higher (Graham et al. 1995).

Facilities with the capability of processing a wide variety of feedstock types may gain a price benefit
from seasonal feedstock switching (such as using corn stover in fall, woody crops in winter, and grasses in
summer) and from using opportunity feedstock (such as trees blown down from storms). Facilities with
a large demand for feedstocks with specific characteristics will depend upon crops genetically selected
and tailored for the specific process. The higher feedstock prices would presumably be offset by the
economies of scale leading to reductions in processing costs (Jenkins 1997).

Acceptance of biomass facility siting will depend in part on the land area changes required to supply a
facility. For economic analysis, it is normally assumed that biomass supplies will be available within an
80 km radius (although in many situations worldwide supply is coming from longer distances, with
international trading emerging in some areas). An approximate idea of the hectares and percent land area
within an 80 km radius required as a function of the biomass yield that can be sustainably harvest-
ed/collected from the land is provided in Table 3.1. The lower yield is representative of levels of
agricultural residues (such as corn stover and wheat straw) that could be collected in some areas.
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TABLE 3.1 Impact of Facility Size and Energy Crop Productivity on Area Required

Yield tha™'y™! Plant Throughput 500 t d ™' Plant Throughput 2000 t d " Plant Throughput
10,000 td ™"
Hectares % Area® Hectares % Area® Hectares % Area®
3.3 44,535 2.2 178,141 8.8 890,705 44.3
9.0 16,330 0.8 65,318 3.3 326,592 16.3
18.0 8,165 0.3 32,659 1.6 163,296 8.13

* Percent area required within 80-km radius of demand center.

Dedicated energy crops will vary between 9 and 18 t ha™ ' y~ ' in the near future and could rise higher.

Facility demands would be expected to decrease in the future as conversion technology efficiencies
increase, requiring less land per unit of final product output. Table 3.2 shows the expected yield of typical
secondary energy products from the same daily biomass inputs. The efficiencies are described as present,
representing the state of the art today, and future, in which there are foreseeable changes in
the technology.

3.2 Biomass Conversion Technologies

The energy services that can be satisfied by biomass are the supply of heat and combined heat and power,
as well as the conversion of biomass into other energy forms such as electricity, liquid, and gaseous fuels
identified (see Table 3.2). The transformation of the energy in the raw biomass to other forms of energy
and fuels requires an acknowledgment of the physical and chemical differences between biomass
resources in order to effect the most efficient transformation at the desired scale of operation. Each
conversion process must take into account the differences in biomass physical characteristics on receipt at
the processing facility and its proximate composition, which can vary widely in terms of moisture and
ash content. Many processes require knowledge of the elemental composition and may even need
information at the ultra-structural and polymeric level.

3.2.1 Physical Characteristics

Physical properties are important in the design and handling of biomass fuels and feedstocks at
processing plants. In the raw state, woody biomass has a relatively low bulk density compared with
fossil fuels. Bituminous coal or crude oil, for example, has a volume of 30 dm’ GJ !, while solid wood
has around 90 dm> G] ™. In chip form, the volume increases to 250 dm?® GJ ! for hardwood species and
350 dm® GJ ' for coniferous species. Straw has even less energy density, ranging from 450 dm® GJ ~ ! for
large round bales to 1-2 m’> GJ ! for chopped straw, similar to bagasse. The cell walls of biomass fibers

TABLE 3.2 Impact of Facility Size and Process Efficiency on Expected Outputs of Fuels and Electricity

Scale td " Electricity” Ethanol Fischer-Tropsch Liquids Hydrogen”
Capacity MW Production kL/d Production Bbl/d Production t/d
Present Future Present Future Present Future Present Future
500 30.4 45.6 165.9 186.6 453.5 538.5 6.5 7.7
2,000 121.5 182.3 663.5 746.4 1,813.8 2,153.9 25.9 30.8
10,000 607.6 911.5 3,317.5 3,732.2 9,069.0 10,769.5 129.7 154.1

* Efficiency: present=30%; future =45%.
b Efficiency: present=50%; future=60%.
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have densities of about 1.5 g cm ™ 7; however, the large volume of the vascular elements that make up the
fibers results in the low energy densities described previously. The fibrous nature also precludes close
packing, which is the reason that chips and chopped straw have densities that are so low.

Size reduction of biomass resources is often more difficult than with minerals because the materials are
naturally strong fibers, and the production of uniform particle size feedstocks is correspondingly difficult.
The size reduction challenge is often mitigated in combustion and gasification on account of the high
chemical reactivity of the biomass materials. However, when it is necessary to have penetration of
chemicals into the structure of the biomass or to create access for biological agents as in acid and
enzymatic hydrolysis of biomass, a higher degree of size reduction will be required. The energy
requirements for size reduction are proportional to the surface exposure and rise in inverse proportion
to the cube of the average length, so although moderate amounts of energy are required at particle sizes of
several millimeters, the energy penalty at the 100-pm size is considerable.

3.2.2 Chemical Characteristics
3.2.2.1 Proximate Analysis

The value of the proximate analysis is that it identifies the fuel value of the as-received biomass material;
provides an estimate of the ash handling and water removal requirements; and describes something of the
characteristics in burning (Table 3.3). Generally, highly volatile fuels, such as biomass, need to have
specialized combustor designs to cope with the rapid evolution of gas. Coals with very high fixed carbon
need to be burnt on a grate because they take a long time to burn out if they are not pulverized to a very
small size.

The energy content of biomass is always reported for dry material; however, most woody crops are
harvested in a green condition with as much as 50% of their mass water. Two different heating value
reporting conventions are in use. The term higher heating value, or HHV, refers to the energy released in
combustion when the water vapor resulting from the combustion is condensed, thus releasing the latent
heat of evaporation. Much of the data from North America are reported in this way. The lower heating
value, or LHV, reports the energy released when the water vapor remains in a gaseous state. The HHV and
LHV are the same for pure carbon, which only produces carbon dioxide when burned. For hydrogen, one
molecule of water is produced for each molecule of hydrogen, and the HHV is 18.3% greater than the
LHV. The HHYV is 11.1% greater than the LHV for the combustion of one molecule of methane (CH,).

3.2.2.2 Ultimate Analysis

The elemental composition of the fuel biomass is usually reported on a totally dry basis and includes the
ash. Table 3.4 gives the ultimate analysis for several different fuels.

3.2.2.3 Polymeric Composition

Biomass conversion technologies that depend on the action of microorganisms are very sensitive to the
ultrastructure and polymeric composition of biomass feedstocks. In ethanol production and in anaerobic
digestion, a complex sequence of biochemical events take place in which the polymers are broken down
into smaller units and hydrolysed to give simple sugars, alcohols, and acids that can be processed into fuel

TABLE 3.3 Proximate Analysis of Solid Fuels

Fuel Ash Content (%) Moisture (%) Volatiles (%) Heating Value (HHV
GJ Mg~ ')
Anthracite coal 7.83 2.80 1.3 30.90
Bituminous coal 2.72 2.18 334 34.50
Sub-bituminous 3.71 18.41 443 21.24
Softwood 1.00 20.00 85.0 18.60

? On a moisture and ash free basis (maf).
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TABLE 3.4 Ultimate Analysis Data for Biomass and Selected Solid Fuels

Material C H N S 0 Ash HHV (G] Mg~ ")
Bituminous coal 75.5 5.0 1.20 3.10 4.90 10.3 31.67
Sub bituminous coal 77.9 6.0 1.50 0.60 9.90 4.1 32.87
Charcoal 80.3 3.1 0.20 0.00 11.30 3.4 31.02
Douglas fir 52.3 6.3 0.10 0.00 40.50 0.8 21.00
Douglas fir bark 56.2 59 0.00 0.00 36.70 1.2 22.00
Eucalyptus grandis 48.3 5.9 0.15 0.01 45.13 0.4 19.35
Beech 51.6 6.3 0.00 0.00 41.50 0.6 20.30
Sugar cane bagasse 44.8 5.4 0.40 0.01 39.60 9.8 17.33
Wheat straw 43.2 5.0 0.60 0.10 39.40 11.4 17.51
Poplar 51.6 6.3 0.00 0.00 41.50 0.6 20.70
Rice hulls 38.5 5.7 0.50 0.00 39.80 15.5 15.30
Rice straw 39.2 5.1 0.60 0.10 35.80 19.2 15.80

Dry basis, weight percent.

molecules. Wood, grasses, and straws are collectively called lignocellulosics and consist mainly of fibers
composed of lignin, cellulose, and hemicellulose. Cellulose, hemicellulose, and lignin are different
carbon—hydrogen—oxygen polymers with differing energy contents and chemical reactivities.

Lignocellulosics typically contain cellulose (40%—-50%) and hemicellulose (25%-30%) along with
lignin (20%-30%), some extractives, and inorganic materials. Cellulose is depolymerized and hydrolyzed
to glucose, a six-carbon sugar (C-6), while hemicellulose is a complex mixture of mainly five-carbon
sugar (C-5) precursors with xylose, a major product. Lignin is a complex polymer based on phenyl
propane monomeric units. Each Cy monomer is usually substituted with methoxy groups on the
aromatic ring, occurring mainly in syringyl (dimethoxy) and guaiacyl (monomethoxy) forms for which
the ratio is a signature characteristic of grasses, hardwoods, and softwoods.

Other major plant components containing polymers of carbon, hydrogen, and oxygen that are also
used for energy include:

e Starches that are the major part of the cereal grains, as well as the starch from tubers such as
mannioc and potatoes

¢ Lipids produced by oil seed-bearing plants such as soya, rape, or palms, which are possible diesel
fuel substitutes when they are esterified with simple alcohols such as methanol and ethanol

¢ Simple sugars produced by sugar beet in temperate climates or sugar cane in the tropics, which
can be directly fermented to alcohols.

In addition to the carbon, hydrogen, and oxygen polymers, there are more complex polymers such as
proteins (which can contain sulfur in addition to nitrogen), extractives, and inorganic materials. The
inorganic materials range from anions such as chlorine, sulphate, and nitrates, and cations such as
potassium, sodium, calcium, and magnesium as major constituents. Many trace elements, including
manganese and iron, are the metallic elements in key enzyme pathways involved in cell wall construction.

3.2.3 Combustion Applications

More than 95% of the worldwide use of biomass is through its combustion. The majority is used in
developing countries for use in daily living, to provide heat for cooking and space heating. In the
industrialized countries, a parallel in the cold regions of the northern hemisphere is the community
applications of district heating. Industrial applications—especially of CHP (combined heat and power)—
are important in industrialized countries as well as in the agricultural processing sector of developing
countries. In several countries, biomass is burned directly to produce electricity without the
coproduction of heat; however, like coal and oil-fired steam electricity generation, this is
relatively inefficient.
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3.2.3.1 Daily Living

Half of all solid biomass combustion worldwide goes into cooking and space heating at the household
level, serving the primary fuel needs of over 2 billion people. The typical final energy demand for cooking
is around 12 M]J a day for a household in Southeast Asia. This demand can be met with around 20 MJ d !
of primary energy input using LPG (propane or butane) or kerosene with a typical conversion efficiency
of 60%—75%. Biomass efficiencies are much lower, ranging between 10 and 20%; thus, the required
primary energy input is between 60 and 120 MJ d ~'. The three-stone stove has been extensively studied
and has a peak power rating of 5 kW in the startup and a simmer rate of around 2 kW. The measured
efficiency with a skilled operator is 10%-15%. Daily household biomass consumption is therefore in the
region of 2—4 kg d ' or about 0.5-1.0t y .

The low efficiency of use is mainly due to poor combustion efficiency and inadequate heat transfer to
the cooking vessels. The poor combustion results in the loss of fuel as solid particulate (soot), unburnt
hydrocarbons and carbon monoxide; these are often referred to as the products of incomplete
combustion (PIC). The heat transfer problem is related to the poor contact between the hot gases
from the burner and the pot, and its fouling with PIC (Prasad 1985). The PICs are not only a loss of fuel
value, but are also toxic chemicals to which human exposure should be minimized.

Carbon monoxide is a chemical asphyxiant, and the aldehydes, phenols, and other partial combustion
products are skin, eye, and lung irritants; some, such as benzopyrenes, are even carcinogens. Because
many stoves are used in enclosed spaces and do not have chimneys, the household is exposed to these
hazards; eye and lung damage is experienced especially by women and children, who work closely with
the stoves while cooking. The epidemiological data on this are extensive (Ezzati and Kammen 2001), and
large efforts to improve the efficiency and minimize the emissions in cookstoves are underway. The health
impacts are of such a magnitude that subsidized alternative fuels such as LPG could be a significant social
benefit while reducing the impacts of biomass harvesting.

3.2.3.2 Space Heating

Space heating with wood in the form of logs is very common in forested areas of the northern hemisphere
and Latin America with wood stoves supplying a household heat requirement of 30—100 kW. The thermal
efficiencies are about 60%-70%. Log burning is controlled by air starvation to reduce power output and
may result in severe emissions of PIC, causing poor air quality in regions with high densities of wood-
fueled space heating. Residential wood stoves using advanced combustion system designs or catalysts
reduce PIC. Legislation has mandated emissions testing of new appliances before sale to ensure that they
meet new source performance standards (NSPS) in the U.S. The use of dry prepared fuels such as pellets
(manufactured by drying, grinding, and compression into a pellet about 1-2 cm in diameter) allows
combustion to be efficiently managed so that PIC are extremely low with 75%—-80% thermal efficiency.

3.2.3.3 Community Systems

Biomass use in community district heating (DH) systems results in improved thermal efficiency with
reduced emissions because of the scale of the equipment. Europe has seen large-scale adoption of biomass-
fired district heating. There are over 300 round wood-fired DH schemes in Austria with an average heating
effect of 1 MW or less, serving villages of 500-3000 inhabitants with minigrids using hot water
distribution. Using straw, 54 Danish systems cover larger population centers and range in size from
600 kW to 9 MW. Larger scale DH systems can be CHP units producing process steam for industries,
heating for households, and electricity for the grid with high-quality emissions control systems. In
Finland, even larger units are serving cities, e.g., the Forssa wood-fired CHP-DH plant is rated at 17.2 MW,
and 48 MWy, district heating, generating steam at 6.6 MPa and 510°C, with a bubbling fluidized bed
boiler. The seasonal efficiency, which includes a condensing steam cycle in the summer, is 78%.

3.2.3.4 Industrial Applications—Combined Heat and Power (CHP) or Cogeneration

Many industrial processes, such as pulp production or cane sugar manufacture, have large heat
requirements that are satisfied by generating low pressure steam at 1.7 MPa and 250° using their own
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process residues such as hog fuel (a mix of wood and bark); black liquor (the lignin by-product of pulp
manufacture in kraft pulp mills); or bagasse (the fibrous residue after the pressing of sugar cane). A
proportion of the steam is used in direct drives for the process plant’s needs. Often, because the primary
goal has been to eliminate residue disposal, the systems have not operated at maximum efficiency.

In industries such a pulp and paper (P&P), the trend is already toward requiring higher power—heat
(P/H) ratios because steam demand is trending down due to energy conservation practices and electricity
demand is rising to supply the increasing environmental and process needs. The thermal demand
reduction is a consequence of improvements in drying and evaporation technologies, which have
decreased from 8.6 to only 4 GJ adt™ ' (adt=air dry tonne of pulp). The average pulp mill energy
consumption has gone from 17 GJ adt ™! in the 1980s to 7—-8 GJ adt ™! in the 1990s.

The application of advanced power generation cycles in the pulp and paper industry using black liquor
and wood residues as feedstocks would give large increases in electricity export from that industry.
Similar energy conservation trends in the sugar industry can reduce the requirement of steam to process
cane from 58.5% (tonne steam/tonne of cane processed) to less than 35%. If investments in energy
conservation and adoption of integrated gasification combined cycle (IGCC) technology were applied
worldwide, the annual amount of power that could be produced from the large sugar cane resource
would be > 650 TWh based on the current > 1.0 Gt of cane. Current cane generation is estimated to be
30-50 TWhy ™! because only sufficient electricity is generated in most instances to power the mill
in season.

3.2.4 Electric Power Generation From Biomass

3.2.4.1 Prime Mover Systems and Fuels

Power generation takes place in prime movers, a technical term to describe engines of all kinds attached to
alternators to generate electricity. Prime movers include the:

e Steam engine

e Steam turbine engine (the Rankine cycle)

e Internal combustion engine (ICE), which comes in two types: the Otto or gasoline-based spark
ignition (SI) engine, and the diesel or compression ignition (CI) engine

¢ Gas turbine engine (Brayton cycle)

e Stirling engine.

Each of these requires that the raw biomass be processed to some level and then used in the prime mover.
Eventually fuel cells will replace the prime mover and alternator requirement by generating electricity
directly from biomass-derived hydrogen fuels.

The steam cycle (already discussed) uses combustor and boiler combinations to generate steam,
requiring that the fuel be reduced in size (perhaps dried to some level) and have physical contaminants
removed. The high-pressure steam is then expanded through a steam engine at small scales or through a
turbine at larger scales. The efficiency of conversion technologies for combustion steam boiler systems is
very scale dependent—a small steam engine or turbine would not exceed 10%. However, typically
sufficient biomass is available over a transportation radius of 10-80 km to operate a unit in the range of
10-50 MW electricity output. Current Rankine cycles, at that scale, operate in the range of 25%-30%
efficiency and, as a consequence, require approximately 0.75-1t of dry biomass to produce 1 MWh
of electricity.

Industrial and power generation boilers range in size from 100 to 300 MW thermal output. The
major types of boilers are: pile burners; grate boilers; suspension fired boilers; fluidized beds; and
circulating fluid beds. Recent trends in power generation are to use circulating and bubbling
fluidized bed combustors, although the majority of units in current service are stoker-fired moving
grate units.

Biomass resources can be used in ICEs and gas turbine systems only if they are converted into clean
liquid or gaseous fuels. Ethanol, biodiesel from lipids, or Fischer—Tropsch liquids can be used with little
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alteration to SI or CI engines. Gaseous fuels include the mixture of methane and carbon dioxide (biogas)
produced by the action of microorganisms on biomass in anaerobic digestion (AD). AD is conducted at
an industrial scale, using sewage or effluent streams containing high levels of soluble sugars, alcohols, and
acids, as well as in landfills.

The installed landfill power generation capacity in the U.S. is now in excess of 1 GW (Goldstein 2002).
The energy content of biogas is typically 20-25 MJ Nm > or between 50 and 60% that of natural gas.
Fuel gases can also be produced by thermal gasification; when this is carried out at small scales, the
gasifying agent is usually air. The product gas, which has a low calorific value (LCV) with a heating value
of 12%-15% that of natural gas, is often called a producer gas. LCV gas at about 5-6 MJ Nm™ > has
carbon monoxide (CO), hydrogen (H,), and methane (CH,) as the main fuel components, diluted with a
lot of nitrogen and carbon dioxide. Larger scale processes can utilize pure oxygen, enriched air, or an
indirect heating method to produce medium calorific value (MCV) gas in the range of 15-25 MJ Nm >
heating value with essentially the same fuel gas components but with much less inert diluent. Clean MCV
gases can be burnt without much modification of ICEs or gas turbines.

3.2.4.2 Cofiring Biomass With Coal

In a biomass/coal cofiring operation, a biomass fuel is used to replace a portion of the coal fed to an
existing coal-fired boiler. This has been practiced, tested, or evaluated for a variety of boiler technologies.
There are four types of coal boilers: pulverized coal (PC); cyclone; stoker; and fluidized bed. PC boilers
are the most common type in the U. S., representing about 92% of the U.S. coal-generating capacity, with
cyclone boilers as the next most common, with about 7% representation. Demonstrations have been
undertaken at coal plants ranging in size from about 30 MW, through to 700 MW.. Wood residues,
hybrid poplar, and switchgrass have all been tested as supplemental fuels, and several utilities have
biomass cofiring plants in commercial operation.

Solid biomass can be fed to coal boilers by blending biomass on the coal pile or separately injecting
biomass into the boiler. Introducing blended feeds to PC boilers can cause operational problems with the
pulverizer, so the biomass proportion is limited to no more than 2%-3% by heat input (4%—-5% by
mass). Separate injection allows for the introduction of higher biomass percentages to the PC boiler—
typically up to 15% on a heat input basis (about 30% by mass).

However, separate injection requires additional fuel handling equipment and increased fuel
preparation. Capital costs for the blended feed approach are typically $50/100 kW ~'. For the separate
feed approach, capital costs are typically higher, in the range of $175/200 kW ~'. Cofiring can reduce
boiler efficiency to some degree. For example, cofiring in a PC boiler with 10% of the heat input from
wood may decrease the boiler efficiency by 0.5%-1.5%; after “tuning” the boiler’s combustion output
and adjusting for any efficiency losses, the combustion efficiency to electricity would be approximately
33%.

Because coal plants comprise more than half of U.S. power plant capacity currently in operation,
cofiring technology has the advantage of improving environmental performance at existing power plants,
while providing fuel source flexibility and using proven and familiar equipment. It reduces air pollution
emissions, GHG emissions, and the amount of waste ash generated as a by-product of the combustion. In
addition, it requires relatively low up-front capital expenses compared to other renewable energy options;
this makes it a straightforward and inexpensive way to diversify the fuel supply and divert biomass from
landfill disposal.

3.2.5 Thermal Gasification Technologies

The conversion of biomass into a gaseous fuel opens up modern applications in electric power
generation, the manufacture of liquid fuels, and the production of chemicals from biomass. The
chemistry of gasification of biomass is best viewed as an extension of the pyrolysis process. Pyrolysis is
simply defined as the chemical changes occurring in the solid biomass when heat is applied to a material
in the absence of oxygen. The products of biomass pyrolysis include water, charcoal (or more correctly
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char, a carbonaceous solid), oils or tars, and permanent gases including methane, hydrogen, carbon
monoxide, and carbon dioxide.

The majority of gasifiers are partial oxidation reactors, in which just sufficient air or oxygen is
introduced to burn part of the input biomass to provide the heat for pyrolysis and gasification. If the
oxidant is air, the product gas is diluted by the nitrogen present. Although air is 79% nitrogen, the
stoichiometry of partial oxidation is such that the final LCV product, gas, has about 50% nitrogen as a
diluent. The energy content of the typical gases produced in biomass gasification is shown in Table 3.5.
The use of pure oxygen as the gasification agent eliminates the nitrogen diluent and can produce medium
calorific value (MCV) gases in the range of 10-20 MJ Nm >

An alternative strategy is to carry out the gasification process by means of indirect heat the product
stream is even higher in calorific value, because neither nitrogen nor the carbon dioxide produced from
the combustion in situ of the partial oxidation processes is present in the product gas stream. The
challenges to achieve a clean and useable fuel gas have been addressed through gasifier design and
postgasification processing to remove tar and particulate contaminants from the gas stream.

3.2.5.1 Gasifier Systems

The main challenge in gasification is enabling the pyrolysis and gas-reforming reactions to take place,
using the minimum amount of energy, in reactors that are economical to construct. During a history
dating back to the late 18th century, an extraordinary number of different designs and process
configurations have been proposed. Prior to the development of fluidized bed technologies in the
1920s, the majority of the gasifiers were so-called fixed bed units. The flow of gasifying agents, usually air
and steam, could be cocurrent with the biomass feed, or countercurrent; these are often described,
respectively, as downdraft and updraft gasifiers.

Downdraft gasification was widely used during the Second World War as an on-board fuel gas
generator to offset the lack of gasoline. Millions of units were constructed and then abandoned as soon as
petroleum supplies resumed. Units derived from the automotive application are marketed today as
stationary generating sets equipped with ICEs, with SI or CI for power production in remote locations
and in developing countries without grid systems.

The simplest and oldest gasifier is the counterflow moving bed, which consists of an insulated shaft
into which the feedstock (typically pieces larger than 3 cm on a side) are fed. The shaft is filled to a depth
of 0.5-2 times the vessel diameter, and the mass of material is supported on a grate. The oxidant (air or
enriched air/oxygen) and sometimes steam are introduced below the grate. The grate material is ignited
and the hot gases flow up through the bed, exchanging heat with the down-flowing biomass material and,
at the same time, pyrolyzing and drying it. At steady state, the bed level is maintained by continuous
additions of the feed.

TABLE 3.5 Heating Values of Fuel Gases

HHV*® LHV® HHV*® LHV®
Btuft ™3¢ MJ Nm 3¢

Hydrogen 325 275 12.75 10.79
Carbon monoxide 322 322 12.63 12.63
Methane 1013 913 39.74 35.81
Ethane 1792 1641 69.63 63.74
Propane 2590 2385 99.02 91.16
Butane 3370 3113 128.39 118.56

Note: Conversion factors for 1 MJ Nm ™2 at 273.15 K and 101.325 kPa. 25.45 Btu ft > at 60°F and 14.73 psia. Inverse
1 Btu ft > at 60°F and 30 in. Hg. 0.0393 MJ Nm >,

? Higher heating value.

® Lower heating value.

¢ Standard temperatures and pressure of dry gas are 60°F and 14.73 psia (NIST 2004).

4S.I. units.
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The product gases include the desired fuel gases (methane, carbon monoxide, hydrogen, and C,
hydrocarbons), nitrogen, carbon dioxide, and water vapor, which exit at relatively low temperatures
(<250°C). The water arises from the moisture content of the feed and the products of combustion. The
gas also contains several percent of condensable tars. Because the temperatures in the combustion zone
can be very high, problems with the formation of slags (molten mixtures that can impede the oxidant
flow) may occur. Some of the systems are constructed deliberately to form a molten ash or slag, and this is
handled by dropping the slag into a receiving tank, where it solidifies and shatters to an easily
handled aggregate.

The throughput of air-based systems is relatively low, handling about 150 kg m ~* h~ ' of dry biomass.
This operational limitation is due to the need to reduce the rate of heat generation at the grate to avoid
slagging in dry systems. The lower throughput rate also helps to manage the problems of maintaining a
uniform flow of the descending material to avoid channeling and even greater reductions in throughput.
The largest units are typically 3—4 m in diameter and handle between 50 and 100 t d ' of material with a
rating of 10-20 MWy, input. The hot gas efficiency can be as high as 80% conversion of the input energy
into a fuel gas and sensible heat. The cold gas efficiency will be about 70%.

If the gas is maintained at temperature and then fired in a kiln or boiler, the presence of tars and
particulate are of little consequence because the tars are combusted in the excess air and the particulate is
removed in the kiln exhaust or boiler flue gas system. Such close-coupled systems are quite common
applications of biomass gasification in several industries and the basis of district heating systems used in
Finland. The gas typically has a heating value of 6 M] Nm ™ > on a dry basis and is richer in methane,
ethene, and ethyne than most other gasifier systems using air. For engine applications the gas must be
cleaned up and cooled to ambient temperatures. Typically, this is done with some sort of aqueous quench
and scrubbing system (e.g., a wet electrostatic precipitator) to remove tar and particulate matter, and the
tar/water removed must be separated and then treated for release to the environment.

Fluidized beds can remove the grate limitation of the moving bed gasifier because, due to their high
mixing rates and outstanding heat transfer rates, they can achieve through-puts of over 1500 kgm ™~ > h ™!
of dry biomass. The two modes of fluidized bed operation involve bubbling (BFB) and circulating (CFB)
solids. In a BFB, the inert fluid bed medium (silica sand, dolomite, alumina, and olivine) is retained in
the body of the bed, which is expanded and in motion (literally bubbling) due to the flow of the fluidizing
gas medium into the bed. The terminal velocity of a particle in the flow is still higher than the linear flow
rate of the gas and thus remains in the body of the unit. In the CFB, the gas flow is increased to the point
that the terminal velocity of the particle is exceeded and it is transferred out of the expanded bed and
captured in a cyclone for return to cycle.

The effective rating of a 3-m diameter unit is over 50 MWy, input of biomass. Because the combustion
process and the pyrolysis process are now mixed, the exit gas temperatures are typically 700°C-800°C.
Due to cracking processes, the tar production is lower and mainly composed of secondary and tertiary tar
components; however, the tolerance of high moisture content feedstocks is much more limited than the
countercurrent moving bed unit. The system design is also more complex, requiring blowers to inject
the oxidant at the base of the fluidized bed. In addition to the expansion of the gas due to temperature,
the gas volume increases due to the formation of the fuel gas. This necessitates careful design of the CFB
and the freeboard in a BFB; in a CFB, this is accommodated by the fact that the entire bed is in
circulation. The oxidant requirement is typically 0.3 kg O, kg™ of dry feedstock.

The highest reactivity gasification systems are entrained flow units in which the feedstock is finely
divided and burnt in a substoichometric flame at high temperatures. The postcombustion gases are then
allowed to reach chemical equilibrium before being quenched. Such units produce very few higher
hydrocarbons and tar materials. The challenge for biomass is to obtain a sufficient rate of fuel injection to
the flame. One configuration is the Koppers—Totzek gasifier. For fossil fuels, the Texaco gasifier uses a
dense slurry of coal or petroleum coke in water as the feed to a pressurized oxygen flame, producing a
hydrogen and carbon monoxide mixture for use as a syngas or as a fuel in gas turbines.

Cocurrent moving bed gasifiers (also known as downdraft and cross-draft units) were widespread
during World War 1II (various estimates put the number at over 1 million). Like the other gasifiers
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described earlier, the design is a partial oxidation system. The physical arrangement is a shaft reactor into
which the biomass is introduced at the top; the material then flows down to an oxidation zone, where the
air is admitted. This zone feeds heat back to the incoming biomass to pyrolyze the material into gases,
tars, and charcoal. The charcoal is partially combusted in the oxidation zone, and the products of
pyrolysis flow through the incandescent combustion zone to be cracked into, primarily, hydrogen and
carbon monoxide as the fuel gases, with few or no tars passing through. The combusted gases flow on
through the hot charcoal, reacting with it, until the rate of reaction effectively goes to zero because the
reactions are very endothermic.

The net result is a gas at about 500°C that is very low in condensible tars; other than carbon dioxide,
water vapor, and nitrogen, the fuel gases are mainly hydrogen and carbon monoxide with only a small
amount of methane and higher hydrocarbons. The low tar production is the reason this was the favored
system for on-road vehicles in the 1940s. Like all moving bed reactors, the operation depends on the
presence of an adequate void space between particles. The wood feedstock must produce a char that has
sufficient strength to support the column of feedstock without crushing and blocking the flow.

The overall efficiency is lower than the countercurrent system for two reasons. Chemically, it is not
possible to convert the charcoal fully; the sensible heat from the combustion zone is not transferred to the
incoming feed material, but rather must be heat exchanged with air oxidant prior to being quenched.
Because of the need for uniformity of mass and heat transfer in the high-temperature reaction zone, the
diameter of such units is generally limited to less than 1.5 m and, with typical throughputs of 300 kg m >
h™'of dry biomass, the size of units ranges from 100 kWy, to 2 MWy, input. The chemistry of this gasifier
has a lot in common with iron blast furnaces and is significantly different from the other gasifiers, which
have very high burdens of liquids such as tars in the product gas.

Medium calorific value (MCV) gas can be produced without using oxygen or air in gasification. This
requires an independent source of heat to be transferred to the biomass to pyrolize the feedstock under
conditions of high severity, i.e., long residence times at high temperatures. To this end, proposals have
been made to use concentrated solar energy or high-temperature nuclear reactors as the heat source in
the gasification of a wide range of feedstocks. In the case of biomass, the pyrolysis gasification process will
provide a char stream with slow or fast pyrolysis to temperatures of 600°C-750°C, in amounts
representing between 12 and 25% of the input biomass. This contains sufficient energy to drive the
pyrolysis process.

A number of developments in which biomass is pyrolized using a solid heat carrier in an inert
atmosphere or steam or product MCV gas to generate the MCV fuel gas and char are already in the
demonstration phase. The char and the cooled heat carrier, which can be silica sand, alumina, or a
mineral such as olivine, are then transferred to a separate air combustion unit in which the char is
combusted to heat up the heat carrier, which is then returned to the pyrolysis gasification unit.
Mechanical separation and isolation devices in the heat carrier circulation loops prevent the passage of
fuel gas from the gasifier to the oxidation conditions of the combustor. The transportation mechanism is
via fluidization of the heat carrier.

To this end, a group in Austria constructed a version with a CFB combustion unit and BFB pyrolysis
gasifier; in the U.S., units have been constructed with a CFB pyrolysis reactor and a BFB combustor as
well as a dual CFB configuration scaled up to 60 MWy, biomass input. Another variant, developed by
Manufacturing and Technology Conversion International, Inc. (MTCI), a U.S. company, was a BFB
pyrolysis and steam char reaction system with the heat supply from immersed heat exchanger bundles in
the bed. The heat exchanger bundles are fueled with part of the product gas, and the char from pyrolysis
is consumed, as in the cocurrent gasifier.

3.2.5.2 Commercialization

Use of gasifiers as precombustors in which the hot gases are passed through a high-temperature duct into
a boiler or industrial process kiln has been widespread; cofiring is an example. Foster Wheeler Energia Oy
CFB has been supplying a LCV gas for several years to an existing large-scale utility boiler at the Kymijarvi
167 MW, and 240 MWy, fossil-fired plant close to Lahti, Finland. A combination of forestry residues,
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industrial wood residues, and recycled fuel (a clean fraction of the municipal waste stream composed
mainly of wood, paper, and cardboard separated at the source) is the fuel source. This project builds on
many years of successful operation of biomass CFBs in thermal applications and substitutes for about
15% of the total fuel used in the boiler.

Applications in which clean gases (free of particulate and tar) are utilized occur mainly in the
development and demonstration stages, with the exception of deployment of cocurrent gasifier—ICE
generator sets. In 2000, Sydkraft A.B. successfully completed a high-pressure LCV gas biomass integrated
gasification and combined cycle (IGCC) operation, which was part of the Virnamo (Sweden) district
heating system. This first complete biomass-fueled pressurized CFB IGCC was fueled with about 18 MW,
equivalent of wood residues and produced about 6 MW, (4 from the gas turbine, 2 from the steam cycle)
and 9 MWy,. The LCV gas is cooled to 350°C—400°C before it is cleaned in metal filters and then passed to
the Typhoon gas turbine, which is manufactured by Alstom. The project demonstrated more than 1500 h
of IGCC operation on the product gas prior to its shutdown at the end of the demonstration phase (Stahl
et al. 2000).

Small-scale gasifiers for the production of fuel gas for cooking, as well as the demonstration of
electricity in ICEs, are already commercial in India and China. Their introduction has been accelerated by
the use of moderate government subsidies, especially for communities not served by the electricity grid.
In development circles, such systems are often referred to as village power systems. Considerable
discussion among the OECD nations concerns the use of distributed energy resources, which would
provide local power and heat (e.g., CHP units) while remaining connected to the grid. Many of these
units are based on natural gas; however, when the economics and availability of biomass are appropriate,
gasification is considered; demonstrations of gasfier—ICEs with CHP applications in district heating have
taken place in Denmark.

3.2.6 Biological Process Technologies

The polymers that make up biomass are produced through photosynthetically driven biological reactions
at the cellular level in the plant. The resulting phytomass is then fuel and food (or feedstock) for a large
number of the fauna on Earth. From simple bacteria to large mammals, the processes to digest and
metabolize plant polymers have evolved over billions of years. In a number of instances, the biological
degradation processes have been harnessed in industrial conversion processes to produce biofuels and
bioproducts to serve humanity. Of the many processes, only two have attained large-scale use: anaerobic
digestion and ethanol production.

3.2.6.1 Anaerobic Digestion

Anaerobic microorganisms convert the biodegradable fraction of organic materials to carbon dioxide
and methane in the absence of oxygen. Commercial-scale anaerobic digestion has been used in many
parts of the world for many years and is only beginning to be commercial in the U.S. Several utilities are
currently producing “green energy” with biogas from landfills. Biogas from anaerobic digesters on dairy
and hog farms and cattle feed lots is beginning to contribute to the energy mix in the U.S.

3.2.6.2 Ethanol Production

Ethanol is currently the most important liquid fuel produced from biomass. It is produced by
fermentation of sugars. The fermentable sugars can be obtained directly from sugar cane and sugar
beet, or they can be produced by means of the hydrolysis of starches or cellulose and hemicelluloses.
Starch crops include cereals, and manioc in tropical countries, while cellulose and hemicellulose are the
major polymers of wood, grasses, straws, and stalks. The production from sugar cane in Brazil has been in
the range of 11-13 GLy ' for the last few years; in the U.S., the annual production has grown rapidly
from 5.42 GL in 2000 to 8.08 GL in 2002. This growth is primarily due to legislation banning the use of
methyl tertiary-butyl ether as an octane enhancer in several state markets.
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Over 90% of the U.S. production is from corn, which is processed in wet or dry mills. Corn kernels
have about 70%-75% starch content; approximately 10% protein (gluten); 4%—-5% germ (the source of
corn oil); and 3%—4% fiber content. Dry milling consists of grinding the whole kernel into a flour and
then slurrying this with enzymes to break down the starch to fermentable sugars. The stillage separated
from the beer is composed of coarse grain and a wide range of soluble materials. The solubles are
concentrated by evaporation into a syrup (condensed distillers solubles), which is then added to the
coarse grain to produce dried distillers grain with solubles or DDGS. This is marketed as a feed for
animals. Dry milling theoretically produces about 460 L of ethanol per tonne of corn.

Wet milling is an example of a biomass refinery. The corn kernels are steeped in dilute sulfurous acid
for 48 h in a mild prehydroylsis process prior to a grinding step to separate the corn germ. Corn oil is
recovered from the germ as high-value cooking oil. The starch and the gluten protein are then separated.
The gluten is dried and sold as a 60% protein feed to mainly poultry markets. The starch fraction is the
source of dried or modified cornstarches and a syrup converted enzymatically into high-fructose corn
syrup or passed to a fermentation step producing ethanol and other fermentation-derived chemicals.

L of corn.

Yields of ethanol are somewhat lower than those from dry milling at around 440 L t~
According to the National Corn Growers Association (www.ncga.com), corn utilization rates of the
246.25 Mt, 2002 harvest (9.695 billion bushel) were: 58% as feed; 19% as export grain; 6% as high-
fructose corn syrup; 9% as fuel ethanol; and 8% from all other applications (including breakfast cereal,
cornstarches, and seed corn).

Since the inception of the corn-to-ethanol process technology in the 1970s, continuous improvement
has occurred in terms of yield, process efficiency, reduced capital investment, and nonfeed operating
costs. The industry average yield has gone from 360 L t ~' (2.4 USgal/bu) to 410 Lt ' (2.75 USgal/bu),
while the capital cost has declined from 220 to about 115$ L' d ™! capacity (2.5 down to 1.3 USD per
annual gallon of capacity), according to the industry.

3.2.7 Liquid Fuels and Bioproducts From Lignocellulosics

Lignocellulosics (such as wood, straw, and grasses) contain cellulose (40%-50%) and hemicellulose
(25%-30%). There is considerable ethanol potential through fermentation of the sugars derived from
these polymers, producing similar theoretical yields per tonne as corn, i.e., 450 Lt ' and a price
structure, which is more stable relative to the fuel markets than foodstuffs. Alternative processes would
include thermochemical routes through the production of synthesis gas and its catalytic synthesis to
mixed alcohols, Fischer-Tropsch liquids, or hydrogen—a future transportation fuel (Table 3.2).

Current RD&D in the U.S. is focused on the development of two product platforms: a sugar platform
that inherits much of the prior research into the production of ethanol from lignocellulosic biomass, and
a syngas platform evolved from the development of biomass gasifiers primarily for power production
coupled with the extensive downstream catalysis developments of the petrochemical industry. The syngas
platform is also the basis for the combustion units for the utilities component of the platforms, which are
shown diagramatically in Figure 3.1.

The sugar platform inherits over two decades of work on the ethanol conversion process from
lignocellulosics (Wyman 1994). The polymers involved are much more recalcitrant than starches and,
because of the complex nature of lignocellulosics, they require extensive effort to break down the lignin,
cellulose, and hemicellulose structure so that the individual polymers become available for hydrolysis.
Cellulose is hydrolyzed to glucose, a six-carbon sugar (C-6), while hemicellulose is a complex mixture of
mainly five-carbon sugar (C-5) precursors, with xylose as a major product. Although the C-6 sugars are
relatively easy to ferment with yeasts, such as Saccharomyces spp., the C-5 sugars have not been as easy to
ferment to ethanol (Zhang et al. 1995). The pretreatment stages can include steam, acid, and alkali
treatments, while the hydrolysis steps can be carried out with acids or enzymes. Because of inhibition of
the enzymatic hydrolysis by the sugars produced, the National Renewable Energy Laboratory (NREL)
developed a simultaneous saccharification and fermentation process to remove the sugars as they are
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FIGURE 3.1 The U.S. RD&D approach to the sugar and syngas platforms.

formed by producing ethanol in the same reactor. Such process integration will be the key to producing
low-cost sugars and thus ethanol or other bioproducts in the future (Lynd et al. 1999).

The syngas platform using biomass would enable the production of renewable liquid fuels and
chemicals such as ammonia and hydrogen by well-established and proven syngas technologies. Today
these processes utilize the syngas produced by the steam reforming of natural gas or use syngas from coal
gasification. The production of liquid fuels from syngas has a long history dating from the pioneering
work of Fischer and Tropsch to synthesize hydrocarbon fuels in Germany in the 1920s. The process was
implemented in Germany in the 1930s where nine plants operated during World War II on syngas from
coal gasification; after the war, until the mid 1950s, they operated on syngas from the gasification of heavy
oil. In the 1950s, South Africa constructed the first of the South African Synthetic Oil Limited (SASOL)
plants, an activity that has continued its development to the present day using syngas produced from coal
and natural gas. Both of these developments were initiated during times of petroleum shortages, to fuel
the transportation systems of Germany and South Africa.

Continuing research and development is based on the environmental advantages of producing zero
sulfur fuels, with combustion properties tailored to specific engine designs to minimize emissions from
petroleum-derived fuels. At the time of writing, there are at least six developers of what are known as
Fischer—Tropsch liquids (FTL) plants, which are scaled to use remote and difficult-to-get-to-market
sources of natural gas as the feedstock for the syngas. FTL processes use catalysts based mainly on iron,
cobalt, ruthenium, and potassium and have been extensively characterized. They operate at high
pressures between 2.5 and 4.5 MPa, and temperatures between 220 and 450°C. The reactors range
from fixed catalyst beds to bubbling as well as circulating fluidized beds. The product distribution
depends on the polymerization on the surface of the catalyst. The hydrocarbon chains are built up one
carbon atom at a time—a process known as homologation. Polymer growth of this type is now
understood to take place via what is known as the Anderson—Shulz—Flory mechanism, and it is not
possible to produce a single compound with a fixed number of carbon atoms or even a narrowly defined
distribution of molecular weights.
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Extensive product recycling and recirculation of unreacted syngas can be used to reduce the number of
small hydrocarbon molecules (e.g., C; to Cs); however, production of wax-like molecules with as many as
30-50 carbon atoms also exists. The conversion per pass of the syngas over the catalysts is often limited,
due in part to the fact that the polymerization reaction is exothermic and the equilibrium mixtures
obtained are very temperature sensitive, affecting the yield and proportions of the desired products.
The recycle processes are very energy intensive and reduce the throughput of the catalyst system.

Recent progress in enhancing the yields of gasoline and diesel products has been made partly by
optimization of the catalysts and operating conditions, and also by companies such as Shell with its Shell
Middle Distillate Synthesis (SMDS) process in which the higher molecular weight waxes are hydrotreated
over selective catalysts to increase the yield of the desired range of hydrocarbons Cg through C,,. The
smaller carbon number products, C; to Cs, are also reformed to increase the hydrogen to the overall
process. Other innovations in the FTL arena include slurry reactors, which use very finely divided
catalysts suspended in an oil medium. Such reactors often demonstrate much increased conversion in a
single pass and offer economies with respect to recycle energy and investment. However, from the
chemical engineering perspective; such three-phase reaction systems have required a lot of R&D
and development.

An alternative production process would use a high conversion single-pass catalyst such as a slurry
reactor and then utilize the tail gas after the catalyst as fuel for a gas turbine combined cycle. Such a
process would then coproduce electricity, heat, and a liquid fuel and offer lower investment costs and
higher overall efficiency.

Higher alcohols are produced from syngas over typical Fischer—Tropsch catalysts under conditions of
greater severity than those used predominantly in the production of hydrocarbons. Pressures are between
5 and 15 MPa and are generally at temperatures higher than FTL synthesis. The Anderson—Shulz—Flory
mechanism does not appear to determine the product distribution, although homologation through the
addition of one carbon atom at a time is followed, so that product methanol is recycled over the catalyst
to grow into higher alcohols.

Changes in catalyst composition can determine the isomer composition of the higher (> Cs) alcohols.
Also, mixed thermochemical syngas and biotechnology routes to ethanol are under development.
Ethanol can be synthesized from syngas using an anaerobic bacterium, Clostridium ljungdahlii. The
growth conditions of the bacterium are managed so as to maximize the ethanol yield over the production
of acetate (as acetic acid) from the key biological pathway intermediate acetyl-CoA, which is derived
from the syngas. Although not yet commercialized, many of the development challenges of producing the
bacterium and making effective gas-liquid contactors and bioreactors have been overcome. Yields are
similar to those from the inorganic high temperature Fischer—Tropsch catalysts.
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For Further Information

Combustion is widely described in the literature. The International Energy Agency recently produced an
extremely useful reference book on the topic of biomass combustion: S. van Loo and J. Koppejan,
eds. 2002. Handbook of Biomass Combustion and Cofiring. Enschede, Netherlands, Twente
University Press (A multiauthor IEA Bioenergy collaboration Task 32 publication).

Power generation is described and analyzed in: EPRI 1997. Renewable Energy Technology Character-
izations. Electric Power Research Institute, Washington, DC.

Gasification in general and synthetic liquid fuels are well described in: Probstein, R. F. and Hicks, R. E.
1982. Synthetic Fuels. McGraw-Hill Inc., New York.

Anaerobic digestion is the subject of a wonderful handbook that is only available in German at present:
Schulz, H. and Eder, B. 2001. Bioga Praxis: grundlagen, planung, anlagenbau, beispiele. Freiburg,
Germany, Okobuch Verlag, Staufen bei Freiburg.

Ethanol from lignocellulosics as well as a useful section on starch ethanol can be obtained in: C.E.
Wyman, ed. 1996. Handbook on Bioethanol: Production and Utilization. Applied Energy Tech-
nology Series. Taylor & Francis, Washington, DC.
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Additional information on ethanol can be obtained from the Web sites of the National Corn Growers
Association (http://www.ncga.com) and the Renewable Fuels Association (http://www.ethanolrfa.
org/).

The last three decades of biomass activity in the United States are described in: Chum, H. L. and Overend,
R. P. 2003. Biomass and Bioenergy in the United States. In Advances in Solar Energy: an Annual
Review of Research and Development. Y. Goswami, ed. American Solar Energy Society, Boulder, CO.
U.S.A. 83-148.

Additional information on energy efficiency and renewable energy technologies can be obtained from the
U.S. Energy Efficiency and Renewable Energy Websites http://www.eere.energy.gov/biomass.html,
and http://www.eere.energy.gov/RE/bioenergy.html. Also the Website http://bioenergy.ornl.gov/
provides useful resource information and many links to other bioenergy Websites.
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4.1 The Nuclear Fuel Cycle

4.1.1 Sources of Nuclear Fuels and World Reserves

Nuclear power can use two naturally occurring elements, uranium, and thorium, as the sources of its
fissioning energy. Uranium can be a fissionable source (fuel) as mined (Candu Reactors in Canada), while
thorium must be converted in a nuclear reactor into a fissionable fuel. Uranium and thorium are
relatively plentiful elements ranking about 60th out of 80 naturally occurring elements. All isotopes of
uranium and thorium are radioactive. Today, natural uranium contains, in atomic abundance, 99.2175%
uranium-238 (U*®); 0.72% uranium-235 (U**); and 0.0055% uranium-234 (U***). Uranium has
atomic number 92, meaning all uranium atoms contain 92 protons, with the rest of the mass number
being composed of neutrons. Uranium-238 has a half-life of 4.5 X 10” years (4.5 billion years), U-235 has
a half-life of 7.1 X 10® years (710 million years), and U-234 has a half-life of 2.5 X 10 years (250 thousand
years). Since the age of the earth is estimated at 3 billion years, roughly half of the U-238 present at
creation has decayed away, while the U-235 has changed by a factor of sixteen. Thus, when the earth was
created, the uranium-235 enrichment was on the order of 8%, enough to sustain a natural reactor of
(there is evidence of such an occurrence in Africa). The U-234 originally created has long disappeared,
and the U-234 currently present occurs as a product of the decay of U-238.

Uranium was isolated and identified in 1789 by a German scientist, Martin Heinrich Klaproth, who
was working with pitchblend ores. No one could identify this new material he isolated, so in honor of the
planet Uranus which had just been discovered, he called his new material uranium. It wasn’t until 1896,
when the French scientist Henri Becquerel accidentally placed some uranium salts near some paper-
wrapped photographic plates, that radioactivity was discovered.

Until 1938, when the German scientists Otto Hahn and Fritz Shassroen succeeded in uranium fission
by exposure to neutrons, uranium had no economic significance except in coloring ceramics, where it
proved valuable in creating various shades of orange, yellow, brown, and dark green. When a uranium
atom is fissioned it releases 200 million electron volts of energy; the burning of a carbon (core) atom
releases 4 eV. This difference of 50 million times in energy release shows the tremendous difference in
magnitude between chemical and nuclear energy.

Uranium is present in the earth’s crust to the extent of four parts per million. This concentration makes
uranium about as plentiful as beryllium, hafnium, and arsenic; and greater in abundance than tungsten,
molybdenum, and tantalum. Uranium is an order of magnitude more plentiful than silver and a hundred
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times more plentiful than gold. It has been estimated that the amount of uranium in the earth’s crust to a
depth of 12 miles is of the order of 100 trillion tons.

Thorium, which is composed of only one isotope, thorium-232, has a half-life of 14 billion years (1.4 X
10'° years), is more than three times more abundant than uranium, and is in the range of lead and
gallium in abundance. Thorium was discovered by Berjelius in 1828 and named after Thor, the
Scandinavian god of war. For reference, copper is approximately five times more abundant than
thorium and twenty times more abundant than uranium.

Uranium is chemically a reactive element; therefore, while it is relatively abundant, it is found
chemically combined as an oxide (U305 or UO,) and never as a pure metal. Uranium is obtained in three
ways, either by underground mining, open pit mining, or in situ leaching. An economic average ore
grade is normally viewed as 0.2% (4 pounds per short ton), though recently ore grades as low as 0.1%
have been exploited. A large quantity of uranium exists in sea-water which has an average concentration
of 3X 10~ ? ppm, yielding an estimated uranium quantity available in sea-water of 4000 million tons.
A pilot operation was successfully developed by Japan to recover uranium from sea-water, but the cost
was about $900/1b, and the effort was shut down as uneconomical.

The major countries with reserves of uranium in order of importance are Australia, United States,
Russia, Canada, South Africa, and Nigeria. The countries with major thorium deposits are India, Brazil,
and the United States. It is estimated that for a recovery value of $130/kg ($60/Ib), the total uranium
reserves in these countries are approximately 1.5 million tonnes of uranium in the U.S., 1 million tonnes
of uranium in Australia, 0.7 million tonnes of uranium in Canada, and 1.3 million tonnes of uranium in
the former Soviet Union. As mentioned earlier, thorium reserves are approximately four times greater.
With the utilization of breeder reactors, there is enough uranium and thorium to provide electrical
power for the next thousand years at current rates of usage.

4.2 Processing of Nuclear Fuel

Once the uranium ore is mined it is sent to a concentrator (mill) where it is ground, treated, and purified.
Since the ore is of a grade of 0.1%—0.2% uranium, a ton of ore contains only between 1 and 2 kg of
uranium per 1000 kg of ore. Thus, thousands to tonnes of ore have to be extracted and sent to a mill to
produce a relatively small quantity of uranium. In the concentration process approximately 95% of
the ore is recovered as U;Og (yellowcake) to a purity grade of about 80%. Thus, assuming 0.15% uranium
ore, the milling and processing of a metric ton (1000 kg) of ore yields a concentrate of 1.781 kg (1.425 kg
of uranium and 0.356 kg of impurities). For this reason the mills must be located relatively close to the
mine site. The ore tailings (waste) amounts to 998.219 kg and contains quantities of radon and other
uranium decay products and must be disposed of as a radioactive waste.

The U305 concentrate is then taken to a conversion plant where the concentrate is further purified (the
20% impurities are removed) and the uranium yellowcake is converted to uranium hexafluoried UFy).
The uranium hexafluoride is a gas at fairly low temperature and is an ideal material for the U-235 isotope
enriching processes of either gaseous diffusion or gaseous centrifuge. The UFy is shipped in steel cylinders
in a solid state, and UF; is vaporized by putting the cylinder in a steam bath.

If the uranium is to be enriched to 4% U>*°, then 1 kg of 4% U** product will require 7.4 kg of natural
uranium feed and will produce 6.4 kg of waste uranium (tails or depleted uranium) with a Uz isotope
content of 0.2%. This material is treated as a radioactive waste. Large quantities of tails (depleted uranium)
exist as UFq in their original shipping containers at the enriching plants. Depleted uranium (a dense
material) has been used as shields for radioactive sources, armor piercing shells, balancing of helicopter
rotor tips, yacht hold ballast, and balancing of passenger aircraft.

The enriched UFy is then sent to a fabrication plant where it is converted to a uranium dioxide (UQO5)
powder. The powder is pressed and sintered into cylindrical pellets which are placed in zircaloy tubes
(an alloy of zirconium), pressurized with helium, and sealed. The rods are collected in an array (~ 17X 17)
bound together by spacer grids, with top and bottom end fittings connected by tie rods or guide tubes.
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FIGURE 4.1 The nuclear fuel cycle.

Pressurized water reactor fuel assemblies, each containing approximately 500 kg of uranium, are placed
in a reactor for 3—4 years. A single fuel assembly produces 160,000,000 kilowatt hours of electricity and
gives 8000 people their yearly electric needs for its three years of operation. When the fuel assembly is
removed from the reactor it must be placed in a storage pond to allow for removal of the decay heat. After
approximately five years of wet storage, the fuel assembly can be removed to dry storage in concrete or steel
containers. In the United States the current plan is to permanently store the nuclear fuel, with the
Department of Energy assuming responsibility for the “spent” fuel. The money for the government to
handle the storage comes from a fee of 1 mill per kilowatt hour paid by consumers of nuclear-generated
electricity. A mill is a thousandth of a dollar or a tenth of a penny. Thus, the fuel assembly described above
would have collected $160,000 in the waste fund for the Department of Energy to permanently store the
fuel. In Europe, when the fuel is taken out of wet storage it is sent to a reprocessing plant where the metal
components are collected for waste disposal; and the fuel is chemically recovered as 96% uranium, which is
converted to uranium dioxide for recycling to the enrichment plant, 1% plutonium, which is converted to
fuel or placed in storage, and 3% fission products which are encased in glass and permanently stored.
The important thing to remember about the fuel cycle is the small quantity of radioactive fission
products (1.5 kg) which are created as radioactive waste in producing power which can serve the yearly
electricity needs of 8000 people for the three years that it operates. The schematic of the entire fuel cycle
showing both the United States system (once-through) and the European (recycle) system is given in

© 2007 by Taylor & Francis Group, LLC






Solar Energy Resources

5.1  Solar Energy Availability .......cccoovevereneninenccceeiccecciennen 5-1
5.2  Earth-Sun Relationships e 5-2
5.3 SOlAr TIME ..veieveieeiieiereieteee et eete et sa e s sseaenas 5-4
5.4  Solar Radiation on a Surface........cceceeveerveereecesieseeesreennes 5-4
5.5  Solar Radiation on a Horizontal Surface e 5-5
5.6  Solar Radiation on a Tilted Surface........ccceoevrereevererrereenns 5-5
5.7  Solar Radiation Measurements...........ccecevererereerereresessereanens 5-6
5.8  Solar Radiation Data.......cccevvereereerereeneriereneinserereessssenenens 5-6
Defining TermIS ...c.cucueueueueueucreuerereieieieeetrerestree et eeceeaeesesenene 5-8
D. Yogi Goswami RO OTEIICES e vttt ettt et e et e e e rae e e e eeetesesseeseaeeesseesesneeennes 5-9
University of Florida For Further Information........coceovveevveeiiineeieeeieeie e eeeeneeeee e 5-9

The sun is a vast nuclear power plant of the fusion variety which generates power in the form of radiant
energy at a rate of 3.8 X 10>> kW. An extremely small fraction of this is intercepted by Earth, but even this
small fraction amounts to the huge quantity of 1.8 X 10'* kW. On the average, about 60% of this energy
incident at the outer edge of the atmosphere, reaches the surface. To compare these numbers with our
energy needs, consider the present electrical-generating capacity in the United States, which is
approximately of 7X 10® kW. This is equivalent to an average solar radiation falling on only 1000
square miles in a cloudless desert area. It must, however, be remembered that solar energy is distributed
over the entire surface of Earth facing the sun, and it seldom exceeds 1.0 kW/m?. Compared to other
sources, such as fossil fuels or nuclear power plants, solar energy has a very low energy density. However,
solar radiation can be concentrated to achieve very high energy densities. Indeed, temperatures as high as
3000 K have been achieved in solar furnaces.

Solar energy technology has been developed to a point where it can replace most of the fossil fuels or
fossil fuel-derived energy. In many applications it is already economical, and it is a matter of time before
it becomes economical for other applications as well.

This section deals in the availability of solar radiation, including methods of measurement,
calculation, and available data.

5.1 Solar Energy Availability

Detailed information about solar radiation availability at any location is essential for the design and
economic evaluation of a solar energy system. Long-term measured data of solar radiation are available
for a large number of locations in the United States and other parts of the world. Where long-term
measured data are not available, various models based on available climatic data can be used to estimate
the solar energy availability. The solar energy is in the form of electromagnetic radiation with the
wavelengths ranging from about 0.3 um (10°° m) to over 3 um, which correspond to ultraviolet (less
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FIGURE 5.1 Spectral distribution of solar energy at sea level. (Reprinted From Goswami, D. Y., Kreith, E, and
Kreider, J., Principles of Solar Engineering, Taylor & Francis, Philadelphia, PA, 2000. with permission)

than 0.4 um), visible (0.4 and 0.7 pm), and infrared (over 0.7 pm). Most of this energy is concentrated in
the visible and the near-infrared wavelength range (see Figure 5.1). The incident solar radiation,
sometimes called insolation, is measured as irradiance, or the energy per unit time per unit area
(or power per unit area). The units most often used are watts per square meter (W/m?), British thermal
units per hour per square foot (Btu/h-ft*), and langleys (calories per square centimeter per minute,
cal/cm?-min).

The amount of solar radiation falling on a surface normal to the rays of the sun outside the atmosphere
of the earth (extraterrestrial) at mean Earth—sun distance (D) is called the solar constant, I.
Measurements by NASA indicated the value of solar constant to be 1353 W/m® (4-1.6%). This value
was revised upward and the present accepted value of the solar constant is 1377 W/m? (Quinlan 1979) or
437.1 Btu/h-ft* or 1.974 langleys. The variation in seasonal solar radiation availability at the surface of
Earth can be understood from the geometry of the relative movement of Earth around the sun.

5.2 Earth-Sun Relationships

Figure 5.2 shows the annual motion of Earth around the sun. The extraterrestrial solar radiation varies
throughout the year because of the variation in the Earth—sun distance (D) as:

I = I,(DID,)* (5.1)
which may be approximated as (Spencer 1971)

(DID,)* = 1.00011 + 0.034221 cos(x) + 0.00128 sin(x) + 0.000719 cos(2x)

+ 0.000077 sin(2x) (5.2)

where
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FIGURE 5.2 Annual motion of the Earth around the sun. (Adapted from Goswami, D. Y., Kreith, E, and Kreider, J.,
Principles of Solar Engineering, Taylor & Francis, Philadelphia, PA, 2000.)

x = 360(N — 1)/365° (5.3)

and N=Day number (starting from January 1 as 1). The axis of the Earth is tilted at an angle of 23.45° to
the plane of its elliptic path around the sun. This tilt is the major cause of the seasonal variation of solar
radiation available at any location on Earth. The angle between the Earth—sun line and a plane through
the equator is called solar declination, ¢. The declination varies between —23.45° to +23.45°in 1 year. It
may be estimated by the relation:

0 = 23.45° sin[360(284 + N)/365°] (5.4)

AN
/ ~ West

North

NN
~ N
Y

East

FIGURE 5.3 Apparent daily path of the sun across the sky from sunrise to sunset, showing the solar altitude and
azimuth angles.
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The apparent motion of the sun around the earth is shown in Figure 5.3. The solar altitude angle, £,
and the solar azimuth angle, @, describe the position of the sun at any time.

5.3 Solar Time

The sun angles are found from the knowledge of solar time, which differs from the local time. The
relationship between solar time and local standard time (LST) is given by

Solar Time = LST + ET + 4(Ly — L) (5.5)

where ET is the equation of time, which is a correction factor in minutes that accounts for the
irregularity of the motion of the Earth around the sun. Ly is the standard time meridian and Ly, is the
local longitude. ET can be calculated from the following empirical equation:

ET (in minutes) = 9.87 sin 2B—7.53 cos B—1.5sin B (5.6)

where B=360(N—81)/365°.
The sun angles « (altitude) and @ (azimuth) can be found from the equations:

sin « = cos £ cos 0 cos H + sin £ sin 6 (5.7)

where =1latitude angle,
sin @ = cos 6 sin H/cos « (5.8)
and

Number of minutes from local solar noon

H = Hour angle = (5.9)

4 min/degree

(At solar noon, H=0, so «=90—|2— 6| and $=0.)

5.4 Solar Radiation on a Surface

As solar radiation, I, passes through the atmosphere, some of it is absorbed by air and water vapor, while
some gets scattered by molecules of air, water vapor, aerosols, and dust particles. The part of solar
radiation that reaches the surface of the Earth with essentially no change in direction is called direct or
beam normal radiation, I,. The scattered radiation reaching the surface from the atmosphere is called
diffuse radiation, I;.

In can be calculated from the extraterrestrial solar irradiance, I, and the atmospheric optical depth 7
as (Goswami et al. 1981; ASHRAE 1995)

Ly = Ie st (5.10)

where 0, is the solar zenith angle (angle between the sun rays and the vertical). The atmospheric optical
depth determines the attenuation of the solar radiation as it passes through the atmosphere. Threlkeld
and Jordan (1958) calculated values of 7 for average atmospheric conditions at sea level with a
moderately dusty atmosphere and amounts of precipitable water vapor equal to the average value for
the United States for each month. These values are given in Table 5.1. To account for the differences in
local conditions from the average sea level conditions Equation 5.10 is modified by a parameter called
Clearness Number, Cn, introduced by Threlkeld and Jordan (1958):
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TABLE 5.1 Average Values of Atmospheric Optical Depth (7) and Sky Diffuse Factor (C) for 21st Day of Each
Month

Month 1 2 3 4 5 6 7 8 9 10 11 12
T 0.142 0.144 0.156 0.180 0.196 0.205 0.207 0.201 0.177 0.160 0.149 0.142
C 0.058 0.060 0.071 0.097 0.121 0.134 0.136 0.122 0.092 0.073 0.063 0.057

Source: From Threlkeld, J. L. and Jordan, R. C., ASHRAE Trans., 64, 45, 1958.

Iy = Cnle ™5 % (5.11)
values of Cn vary between 0.85 and 1.15.

5.5 Solar Radiation on a Horizontal Surface

Total incident solar radiation on a horizontal surface is given by

It, Horizontal — IbNCOS 02 + CIbN (512)

= Iszin 6 + CIbN (513)
where 6, is called the solar zenith angle and C is called the sky diffuse factor, as given in Table 5.1.

5.6 Solar Radiation on a Tilted Surface

For a surface of any orientation and tilt as shown in Figure 5.4, the angle of incidence, 6, of the direct solar
radiation is given by

cos § = cos « cos 7y sin B + sin « cos 8 (5.14)
where 7 is the angle between horizontal projections of the rays of the sun and the normal to the surface. 8

is the tilt angle of the surface from the horizontal.
For a tilted surface with angle of incidence 8, the total incident solar radiation is given by

I, = Lincos 0 + Liituse T Lreflected (5.15)
where
Liftuse = Clpn(1 + cos 8)/2 (5.16)
and
Lefiected = PIn(C + sin a)(1 —cos §)/2 (5.17)

where p is the reflectivity of the surroundings. For ordinary ground or grass, p is approximately 0.2 while
for ground covered with snow it is approximately 0.8.
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FIGURE 5.4 Definitions of solar angles for a tilted surface.

5.7 Solar Radiation Measurements

Two basic types of instruments are used in measurements of solar radiation. These are (see Figure 5.5):

1. Pyranometer: An instrument used to measure global (direct and diffuse) solar radiation on a
surface. This instrument can also be used to measure the diffuse radiation by blocking out the
direct radiation with a shadow band.

2. Pyrheliometer: This instrument is used to measure only the direct solar radiation on a surface
normal to the incident beam. It is generally used with a tracking mount to keep it aligned with
the sun.

More-detailed discussions about these and other solar radiation measuring instruments can be found
in Zerlaut (1989).

5.8 Solar Radiation Data

Measured values of solar radiation data for locations in the United States are available from the National
Climatic Center in Asheville, NC. A number of states have further presented solar radiation data for
locations in those states in readily usable form. Weather services and energy offices in almost all the
countries have available some form of solar radiation data or climatic data that can be used to derive solar
radiation data for locations in those countries. Table 5.2 through Table 5.4 give solar radiation data for
clear days for south-facing surfaces in the Northern Hemisphere (and northern-facing surfaces in the
Southern Hemisphere) tilted at 0°, 15°, 30° 45°, 60°, 75°, and vertical, for latitudes 0°, 30°, and 60°.
The actual average solar radiation data at a location is less than the values given in these tables because of
the cloudy and partly cloudy days in addition to the clear days. The actual data can be obtained either
from long-term measurements or from modeling based on some climatic parameters, such as
percent sunshine.
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(a)

(b) g

FIGURE 5.5 Two basic instruments for solar radiation: (a) pyranometer; (b) pyrheliometer.

TABLE 5.2  Average Daily Total Solar Radiation on South-Facing Surfaces in Northern Hemisphere; Latitude =0°N

Month Horiz. 15° 30° 45° 60° 75° 90°

1 31.11 34.13 35.13 34.02 30.90 25.96 19.55
2 32.34 33.90 33.45 31.03 26.80 21.05 14.18
3 32.75 32.21 29.79 25.67 20.12 13.53 6.77
4 31.69 29.13 24.93 19.39 12.97 6.59 4.97
5 29.97 26.08 20.81 14.64 8.34 4.92 5.14
6 28.82 24.43 18.81 12.54 6.66 5.07 5.21
7 29.22 25.08 19.66 13.48 7.45 5.17 5.31
8 30.59 27.48 22.87 17.13 10.82 5.58 5.32
9 31.96 30.51 27.34 22.65 16.78 10.18 5.33
10 32.18 32.82 31.54 28.44 23.73 17.72 10.84
11 31.33 33.80 34.28 32.72 29.24 24.08 17.58
12 30.51 33.90 35.27 34.53 31.73 27.05 20.83
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TABLE 5.3  Average Daily Total Solar Radiation on South-Facing Surfaces in Northern Hemisphere; Latitude =30°N

Month Horiz. 15° 30° 45° 60° 75° 90°

1 17.19 22.44 26.34 28.63 29.15 27.86 24.85
2 21.47 26.14 29.25 30.59 30.06 27.70 23.68
3 26.81 30.04 31.50 31.09 28.84 24.90 19.54
4 31.48 32.71 32.06 29.57 25.44 19.96 13.60
5 34.49 33.96 31.56 27.49 22.08 15.82 9.49
6 35.61 34.24 31.03 26.28 20.40 13.97 8.02
7 35.07 34.06 31.21 26.76 21.11 14.77 8.68
8 32.60 33.00 31.54 28.35 23.68 17.89 11.57
9 28.60 30.87 31.35 30.02 26.97 22.42 16.67
10 23.41 27.38 29.74 30.33 29.10 26.14 21.66
11 18.50 23.48 27.05 28.98 29.14 27.51 24.20
12 15.90 21.19 25.21 27.68 28.44 27.43 24.71

TABLE 5.4  Average Daily Total Solar Radiation on South-Facing Surfaces in Northern Hemisphere; Latitude = 60°N

Month Horiz. 15° 30° 45° 60° 75° 90°

1 1.60 3.54 5.26 6.65 7.61 8.08 8.03
2 5.49 9.38 12.71 15.25 16.82 17.32 16.72
3 12.82 17.74 21.60 24.16 25.22 24.73 22.71
4 21.96 26.22 28.97 30.05 29.38 27.00 23.09
5 30.00 32.79 33.86 33.17 30.73 26.72 21.45
6 33.99 35.82 35.93 34.29 31.00 26.26 20.46
7 32.26 34.47 34.97 33.71 30.78 26.36 20.80
8 25.37 28.87 30.80 31.02 29.53 26.42 21.94
9 16.49 21.02 24.34 26.22 26.54 25.27 22.51
10 8.15 12.39 15.90 18.45 19.85 20.01 18.92
11 2.70 5.27 7.53 9.31 10.51 11.03 10.84
12 0.82 2.06 3.16 4.07 4.71 5.05 5.07

Note: Values are in megajoules per square meter. Clearness number=1.0; ground reflection=0.2.

Worldwide solar radiation data is available from the World Radiation Data Center (WRDC). WRDC
has been archiving data from over 500 stations and operates a website in collaboration with NREL
(wrdc-mgo.nrel.gov).

Defining Terms

Diffuse radiation: Scattered solar radiation coming from the sky.

Direct or beam normal radiation: Part of solar radiation coming from the direction of the sun on a
surface normal to the sun’s rays.

Equation of time: Correction factor in minutes, to account for the irregularity of the Earth’s motion
around the sun.

Extraterrestrial solar radiation: Solar radiation outside Earth’s atmosphere.

Insolation: Incident solar radiation measured as W/m? or Btu/h-ft*.

Solar altitude angle: Angle between the solar rays and the horizontal plane.

Solar azimuth angle: Angle between the true south horizontal line and the horizontal projection of the
sun’s rays.

Solar constant: Extraterrestrial solar radiation at the mean Earth—sun distance.

Solar declination: Angle between the Earth—sun line and a plane through the equator.
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6.1 Wind Origins

The primary causes of atmospheric air motion, or wind, are uneven heating of the Earth by solar
radiation and the Earth’s rotation. Differences in solar radiation absorption at the surface of the Earth
and transference back to the atmosphere create differences in atmospheric temperature, density, and
pressure, which in turn create forces that move air from one place to another. For example, land and
water along a coastline absorb radiation differently, and this is the dominant cause of the light winds
or breezes normally found along a coast. The Earth’s rotation gives rise to semipermanent global wind
patterns such as trade winds, westerlies, easterlies, and subtropical and polar jets.

6.2 Wind Power

The available power in the wind with air density p, passing through an area A, perpendicular to the wind,
at a velocity U, is given by

Power = %pAU3 6.1)

Air density decreases with increasing temperature and increasing altitude above sea level. The effect of
temperature on density is relatively weak and is normally ignored because these variations tend to
average out over the period of a year. The density difference due to altitude, however, is significant; it does
not average out and cannot be ignored. For example, the air density at Denver, Colorado (elevation
1600 m, or 5300 ft., above sea level), is approximately 14% lower than at sea level, so wind at Denver

contains 14% less power than wind of the same velocity at sea level.

*This work was supported by the United States Department of Energy under Contract DE-AC04-94AL85000.
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6-2 Energy Conversion

From Equation 6.1, it is obvious that the most important factor in the available wind power is the
velocity of the wind—an increase in wind velocity of only 20%, e.g., from 5 to 6 m/s (11.2-13.4 mph),
yields a 73% increase in available wind power.

6.3 Wind Shear

Wind moving across the Earth’s surface is slowed by trees, buildings, grass, rocks, and other obstructions
in its path. The result is a wind velocity that varies with height above the Earth’s surface—a phenomena
known as wind shear. For most situations, wind shear is positive (wind speed increases with height), but
situations in which the wind shear is negative or inverse are not unusual. In the absence of actual data for
a specific site, a commonly used approximation for wind shear in an open area is:

U h\*
I 6.2
Uo (ho) (©2)
where

U=the velocity at a height h
U, =the measured velocity at height h,
a=the wind shear exponent.

The wind shear exponent, «, varies with terrain characteristics, but usually falls between 0.10 and 0.25.
Wind over a body of open water is normally well modeled by a value of « of about 0.10; wind over a
smooth, level, grass-covered terrain such as the U.S. Great Plains by an « of about 0.14; wind over row
crops or low bushes with a few scattered trees by an « of 0.20; and wind over a heavy stand of trees, several
buildings, or hilly or mountainous terrain by an « of about 0.25. Short-term shear factors as large as 1.25
have been documented in rare, isolated cases.

The available wind power at a site can vary dramatically with height due to wind shear. For example,
for «=0.20, Equation 6.1 and Equation 6.2 reveal that the available wind power at a height of 50 m is
approximately {(50/10)**}>=2.63 times the available wind power at a height of 10 m.

6.4 Wind Energy Resource

The amount of energy available in the wind (the wind energy resource) is the average amount of power
available in the wind over a specified period of time—commonly 1 year. If the wind speed is 20 m/s, the
available power is very large at that instant, but if it only blows at that speed for 10 h per year and the rest
of the time the wind speed is near zero, the resource for the year is small. Therefore, the site wind speed
distribution, or the relative frequency of occurrence for each wind speed, is very important in
determining the resource. This distribution is often presented as a probability density function, such
as the one shown in Figure 6.1. The probability that the wind occurs in any given wind speed range is
given by the area under the density function for that wind speed range. If the actual wind speed
probability density distribution is not available, it is commonly approximated with the Rayleigh
distribution, given by:

=
S

Il
N
clg
2
S}

|
N
3 <

(6.3)

where

f(U)=the frequency of occurrence of wind speed U
U =the yearly average wind speed.
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FIGURE 6.1 Rayleigh and measured wind speed distributions.

The measured wind speed distribution at the Amarillo, Texas, airport (yearly average wind speed of
6.6 m/s) is plotted in Figure 6.1, together with the Rayleigh distribution for that wind speed. It is obvious
that the Rayleigh distribution is not a good representation for the Amarillo airport.

How large is the wind energy resource? Even though wind energy is very diffuse, the total resource is
very, very large. In the U.S. and many other countries around the world, the resource is large enough to
supply the entire current energy consumption of the country, potentially. In 1987, scientists at Batelle
Pacific Northwest Laboratory (PNL) in the U.S. carefully analyzed and interpreted the available long-
term wind data for the U.S. and summarized their estimate of the wind energy resources in the Wind
Energy Resource Atlas of the United States (Elliott et al. 1987). Their summary for the entire U.S. is
reproduced in Figure 6.2. The results are presented in terms of wind power classes based on the annual
average power available per square meter of intercepted area (see the legend on Figure 6.2).

Scientists at Denmark’s Risg National Laboratory have produced a European wind atlas (Troen and
Petersen 1989) that estimates the wind resources of the European Community countries and summarizes
the resource available at a 50 m height for five different topographic conditions. A summary of these
results is reproduced in Figure 6.3. The estimates presented in Figure 6.2 and Figure 6.3 are quite crude
and have been superceded in recent years by much higher resolution maps, made possible by
improvements in wind resource computer modeling programs and increases in computer speed.

Many countries around the world have recently embarked on high-resolution mapping efforts to
quantify their wind resources and identify those areas of highest resource accurately. The resultant
resource maps are frequently available to the public, but in some cases a payment is required to obtain
them. High-resolution wind resource maps of the individual states in the U.S. may be found on the Web
at www.eere.energy.gov/windpoweringamerica/wind_resources.html. Similar maps for some other
countries may be found at www.rsvp.nrel.gov/wind_resources.html, and information on where to find
maps and/or data for other countries may be found at www.windatlas.dk/index.htm.

Remember that even the highest resolution resource estimates are just that—estimates. The actual
wind resources in any specific area can vary dramatically from those estimates and should be determined
with long-term, site-specific measurements.
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Classes of wind power density
Wind 10m (33 ft) 50m (164 ft)
power  Wind power Speed Wind power Speed
class Wm? m/s_mph W/m? m/s_mph
0 ——0— 0 — 0 0—0
100 —— 4.4 — 9.8 —— 200 56—125
150 —— 5.1 —11.5 —— 300 64—143
Al ——=13E—=1HE ——= ¢L0 =57
250 —— 6.0 —13.4 —— 500

75—16.8

NOOT A N =

300 —— 6.4 —14.3 —— 600 8.0—17.9
400 70 =57 800 —— 8.8—19.7
1000 94—211 2000 11.9—26.6

CE} Ridge crest estimates (Local relief>1000 ft)

PUERTO RICO

‘

FIGURE 6.2 Map of U.S. wind energy resources. Reproduced from Elliott et al. Wind Energy Resource Atlas of the United States. (Courtesy of National Renewable Energy

Laboratory, Golden, Colorado.)
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Wind resources! at 50 metres above ground level for five different topographic conditions
Sheltered terrain® Open plain® At a sea coast? Open sea® Hills and ridges®
ms! Wm—2 ms~! Wm—2 ms~! Wm—2 ms~! Wm~? ms~! Wm—2
>6.0 > 250 > 175 > 500 > 85 > 700 >9.0 > 800 >115 > 1800

5.0—6.0 150—250 | 6.5—7.5 300—500 [ 7.0—8.5 400-700 | 8.0-9.0 600—800 [10.0-11.5 1200—1800

45—5.0 100—150 | 55-6.5 200-300 [ 6.0—7.0 250—400 | 7.0-8.0 400—600 | 8.5-10.0 700—1200
35-45 50-100| 45-55 100—200 | 5.0—6.0 150—250 | 55-7.0 200—400 | 7.0~85 400 — 700
< 3.5 < 50 <45 < 100 <5.0 <150 <55 < 200 <70 < 400

1. The resources refer to the power present in the wind. A wind turbine can utilize between 20 and 30% of the
available resource. The resources are calculated for an air density of 1.23 kg m—, corresponding to standard
sea level pressure and a temperature of 15°C. Air density decreases with height but up to 1000 m a.s.l. the
resulting reduction of the power densities is less than 10%.

2. Urban districts, forest and farm land with many windbreaks (roughness class 3).

3. Open landscapes with few windbreaks (roughness class 1). In general, the most favourable inland sites on
level land are found here.

4. The classes pertain to a straight coastline, a uniform wind rose and a land surface with few windbreaks
(roughness class 1). Resources will be higher, and closer to open sea values, if winds from the sea occur more
frequently, i.e. the wind rose is not uniform and/or the land protrudes into the sea. Conversely, resources will
generally be smaller, and closer to land values, if winds from land occur more frequently.

5. More than 10 km offshore (roughness class 0).

6. The classes correspond to 50% overspeeding and were calculated for a site on the summit of a single
axisymmetric hill with a height of 400 metres and a base diameter of 4 km. The overspeeding depends on the
height, length and specific setting of the hill.

FIGURE 6.3 Map of European wind energy resources. Reproduced from Troen and Petersen, 1989. European Wind
Atlas. (Courtesy of Risp National Laboratory, Roskilde, Denmark.)
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6.5 Wind Characterization

Wind speed, direction, distribution, and shear can vary significantly over fairly short distances in the
horizontal or vertical directions, so in order to get the best possible estimate of the wind energy resource
at a particular location, it is important to measure the wind resource at the specific site and height of
interest. However, a comprehensive site characterization normally requires measuring the wind for at
least 12 months, according to meteorologists at PNL (Wegley et al. 1980). This is a very time-consuming
and potentially expensive effort. Long-term data from the nearest airport or weather recording station
can help determine whether the data obtained at a site are representative of normal winds for the site or
of higher or lower than average winds. Wegley et al. (1980) and Gipe (1993) give suggestions on methods
of using available data from nearby sites to estimate site wind speed with minimal on-site data.

Sites of wind power class 4 or above (at least 200 W/m?at 10 m height or 400 W/m? at 50 m height) are
often considered economic for utility-scale wind power development with available wind technology.
Sites of wind power class 3 (150-200 W/m?* at 10 m height or 300-400 W/m?* at 50 m height) are not
considered economic for utility development today but are likely to become economic with near-term
wind technology advances. Sites of wind power class 2 or lower (less than 150 W/m” at 10 m height or
300 W/m” at 50 m height) are usually considered economic only for remote or hybrid wind power systems.

6.6 Wind Energy Potential

With a wind speed distribution and a turbine power curve (the electrical power generated by the turbine
at each wind speed) properly adjusted for the local air density, the wind energy potential, or gross
annual wind energy production, for a specific site can be estimated as:

Energy = 0.85 8760 » _ f(U;) A U;P(U;) (6.4)

i=1
where

8760 =the number of hours in a year

n=the number of wind speeds considered

flU;)AU;=the probability of a wind speed occurring in the wind-speed range AU;

P(U;) =the electrical power produced by the turbine at wind speed Uj, the center of the range AU,

The leading 0.85 factor assumes 15% in losses (10% due to power transfer to the grid, control system
losses, and decreased performance due to dirty blades; 5% due to operation within an array of wind
turbines). If the turbine is not inside an array, replace 0.85 with 0.90. Wind energy potential is typically
20%-35% of the wind energy resource.

Defining Terms

Wind energy potential: Total amount of energy that can actually be extracted from the wind, taking into
account the efficiency of the wind turbine.

Wind energy resource: Total amount of energy present in the wind.

Wind shear: Change in wind velocity with increasing height above the ground.

Wind speed distribution: Probability density of occurrence of each wind speed over the course of a year
for the site in question.
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For Further Information

Wind Characteristic—An Analysis for the Generation of Wind Power, Rohatgi, J. S. and Nelson, V.,
Alternative Energy Institute, West Texas A&M University, is an excellent source for additional
information on the wind resource.

Wind Turbine Technology, Fundamental Concepts of Wind Turbine Engineering, Spera, D., ed., ASME Press,
New York, contains a wealth of information on wind energy resources, history, and technology,
together with extensive reference lists.

Extensive information on wind energy resources and technology may also be found on the World Wide
Web. Excellent sites to start with include those of the U.S. National Renewable Energy Laboratory
Wind Energy Technology Center at www.nwtc.nrel.gov; the Danish Risg National Laboratory at
www.risoe.dk/vea/index.htm; the American Wind Energy Association at www.awea.org; the British
Wind Energy Association at www.britishwindenergy.co.uk; and the European Wind Energy
Association at www.ewea.org.
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The word Geothermal comes from the combination of the Greek words gé, meaning Earth, and thérm,
meaning heat. Quite literally, geothermal energy is the heat of the Earth. Geothermal resources are
concentrations of the Earth’s heat, or geothermal energy, that can be extracted and used economically
now or in the reasonable future. Currently, only concentrations of heat associated with water in
permeable rocks can be exploited. Heat, fluid, and permeability are the three necessary components of all
exploited geothermal fields. This section of Energy Resources will discuss the mechanisms for
concentrating heat near the surface, the types of geothermal systems, and the environmental aspects
of geothermal production.

7.1 Heat Flow

Temperature within the Earth increases with depth at an average of about 25°C/km. Spatial variations of
the thermal energy within the deep crust and mantle of the Earth give rise to concentrations of thermal
energy near the surface of the Earth that can be used as an energy resource. Heat is transferred from the
deeper portions of the Earth by conduction of heat through rocks, by the movement of hot, deep rock
toward the surface, and by deep circulation of water. Most high-temperature geothermal resources are
associated with concentrations of heat caused by the movement of magma (melted rock) to near-surface
positions where the heat is stored.

In older areas of continents, such as much of North America east of the Rocky Mountains, heat flow is
generally 40-60 mW/m?> (milliwatts per square meter). This heat flow coupled with the thermal
conductivity of rock in the upper 4 km of the crust yields subsurface temperatures of 90°C-110°C at
4 km depth in the Eastern United States. Heat flow within the Basin and Range (west of the Rocky
Mountains) is generally 70-90 mW/m?, and temperatures are generally greater than 110°C at 4 km. There
are large variations in the Western United States, with areas of heat flow greater than 100 mW/m? and
areas which have generally lower heat flow such as the Cascade and Sierra Nevada Mountains and the West
Coast. A more detailed discussion of heat flow in the United States is available in Blackwell et al. (1991).

7-1
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7-2 Energy Conversion

7.2 Types of Geothermal Systems

Geothermal resources are hydrothermal systems containing water in pores and fractures. Most
hydrothermal resources contain liquid water, but higher temperatures or lower pressures can create
conditions where steam and water or only steam are the continuous phases (White et al. 1971; Truesdell
and White 1973). All commercial geothermal production is expected to be restricted to hydrothermal
systems for many years because of the cost of artificial addition of water. Successful, sustainable
geothermal energy usage depends on reinjection of the maximum quantity of produced fluid to
augment natural recharge of hydrothermal systems.

Other geothermal systems that have been investigated for energy production are (1) geopressured-
geothermal systems containing water with somewhat elevated temperatures (above normal gradient) and
with pressures well above hydrostatic for their depth; (2) magmatic systems, with temperature from
600°C-1400°C; and (3) hot dry rock geothermal systems, with temperatures from 200°C-350°C, that are
subsurface zones with low initial permeability and little water. These types of geothermal systems cannot
be used for economic production of energy at this time.

7.3 Geothermal Energy Potential

The most recent report (Huttrer 1995) shows that 6800 MW, (megawatts electric) of geothermal electric
generating capacity is on-line in 21 countries (Table 7.1). The expected capacity in the year 2000 is
9960 MW.. Table 7.2 lists the electrical capacity of U.S. geothermal fields. Additional details of the U.S.
generating capacity are available in McClarty and Reed (1992) and DiPippo (1995). Geothermal
resources also provide energy for agricultural uses, heating, industrial uses, and bathing. Freeston
(1995) reports that 27 countries had a total of 8228 MW, (megawatts thermal) of direct use capacity.

TABLE 7.1 Installed and Projected Geothermal Power Generation Capacity

Country 1995 2000
Argentina 0.67 n/a®
Australia 0.17 n/a
China 28.78 81
Costa Rica 55 170
El Salvador 105 165
France 4.2 n/a
Greece® 0 n/a
Iceland 49.4 n/a
Indonesia 309.75 1080
Italy 631.7 856
Japan 413.705 600
Kenya 45 n/a
Mexico 753 960
New Zealand 286 440
Nicaragua 35 n/a
Philippines 1227 1978
Portugal (Azores) 5 n/a
Russia 11 110
Thailand 0.3 n/a
Turkey 20.6 125
U.S. 2816.775 3395
Total 6797.975 9960

? n/a, information not available.

® Greece has closed its 2.0 MW, Milos pilot plant.

Source: From Huttrer, G. W., in Proceedings of the World Geothermal Congress, 1995,
International Geothermal Association, Auckland, New Zealand, 1995, 3—14. With permission.
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TABLE 7.2 U.S. Installed Geothermal Electrical Generating Capacity in MW,

Rated State/Field Plant Capacity Type
California
Casa Diablo 27 B
Coso 240 2F
East Mesa 37 2F
East Mesa 68.4 B
Honey Lake Valley 2.3 B
Salton Sea 440 2F
The Geysers 1797 S
Hawaii
Puna 25 H
Nevada
Beowawe 16 2F
Brady Hot Springs 21 2F
Desert Peak 8.7 2F
Dixie Valley 66 2F
Empire 3.6 B
Soda Lake 16.6 B
Steamboat 35.1 B
Steamboat 14.4 1F
Stillwater 13 B
Wabuska 1.2 B
Utah
Roosevelt 20 1F
Cove Fort 2 B
Cove Fort 9 S

Note: S, natural dry steam; 1F, single flash; 2F, double flash; B, binary; H, hybrid flash and binary.

The total energy used is estimated to be 105,710 T]/year (terajoules per year). The thermal energy used by
the ten countries using the most geothermal resource for direct use is listed in Table 7.3.

The U.S. Geological Survey has prepared assessments of the geothermal resources of the U.S. Muffler
(1979) estimated that the identified hydrothermal resource, that part of the identified accessible base
that could be extracted and utilized at some reasonable future time, is 23,000 MW, for 30 years. This
resource would operate power plants with an aggregate capacity of 23,000 MW, for 30 years. The
undiscovered U.S. resource (inferred from knowledge of Earth science) is estimated to be 95,000—
150,000 MW, for 30 years.

TABLE 7.3 Geothermal Energy for Direct Use by the Ten Largest Users Worldwide

Country Flow Rate (kg/s) Installed Power (MW,) Energy Used (T]J/year)
China 8,628 1,915 16,981
France 2,889 599 7,350
Georgia 1,363 245 7,685
Hungary 1,714 340 5,861
Iceland 5,794 1,443 21,158
Italy 1,612 307 3,629
Japan 1,670 319 6,942
New Zealand 353 264 6,614
Russia 1,240 210 2,422
U.sS. 3.905 1,874 13.890
Total 37,050 8,664 112,441

Source: From Freeston, D. H., in Proceedings of the World Geothermal Congress, 1995, International
Geothermal Association, Auckland, New Zealand, 1995, 15-26. With permission.
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7.4 Geothermal Applications

In 1991, geothermal electrical production in the United States was 15,738 GWh (gigawatt hours), and the
largest in the world (McLarty and Reed 1992).

Most geothermal fields are water dominated, where liquid water at high temperature, but also under
high (hydrostatic) pressure, is the pressure-controlling medium filling the fractured and porous rocks of
the reservoir. In water-dominated geothermal systems used for electricity, water comes into the wells
from the reservoir, and the pressure decreases as the water moves toward the surface, allowing part of the
water to boil. Since the wells produce a mixture of flashed steam and water, a separator is installed
between the wells and the power plant to separate the two phases. The flashed steam goes into the turbine
to drive the generator, and the water is injected back into the reservoir.

Many water-dominated reservoirs below 175°C used for electricity are pumped to prevent the water
from boiling as it is circulated through heat exchangers to heat a secondary liquid that then drives a
turbine to produce electricity. Binary geothermal plants have no emissions because the entire amount of
produced geothermal water is injected back into the underground reservoir. The identified reserves of
lower-temperature geothermal fluids are many times greater than the reserves of high-temperature fluids,
providing an economic incentive to develop more-efficient power plants.

Warm water, at temperatures above 20°C, can be used directly for a host of processes requiring thermal
energy. Thermal energy for swimming pools, space heating, and domestic hot water are the most
widespread uses, but industrial processes and agricultural drying are growing applications of geothermal
use. In 1995, the United States was using over 500 TJ/year of energy from geothermal sources for direct
use (Lienau et al. 1995). The cities of Boise, ID; Elko, NV; Klamath Falls, OR; and San Bernardino and
Susanville, CA have geothermal district-heating systems where a number of commercial and residential
buildings are connected to distribution pipelines circulating water at 54°C-93°C from the production
wells (Rafferty 1992).

The use of geothermal energy through ground-coupled heat pump technology has almost no impact
on the environment and has a beneficial effect in reducing the demand for electricity. Geothermal heat
pumps use the reservoir of constant temperature, shallow groundwater and moist soil as the heat source
during winter heating and as the heat sink during summer cooling. The energy efficiency of geothermal
heat pumps is about 30% better than that of air-coupled heat pumps and 50% better than electric-
resistance heating. Depending on climate, advanced geothermal heat pump use in the United States
reduces energy consumption and, correspondingly, power-plant emissions by 23%-44% compared to
advanced air-coupled heat pumps, and by 63%-72% compared with electric-resistance heating and
standard air conditioners (UEcuyer et al. 1993).

7.5 Environmental Constraints

Geothermal energy is one of the cleaner forms of energy now available in commercial quantities.
Geothermal energy use avoids the problems of acid rain, and it greatly reduces greenhouse gas emissions
and other forms of air pollution. Potentially hazardous elements produced in geothermal brines are
removed from the fluid and injected back into the producing reservoir. Land use for geothermal wells,
pipelines, and power plants is small compared with land use for other extractive energy sources such as
oil, gas, coal, and nuclear. Geothermal development projects often coexist with agricultural land uses,
including crop production or grazing. The average geothermal plant occupies only 400 m* for the
production of each gigawatt hour over 30 years (Flavin and Lenssen 1991). The low life-cycle land use of
geothermal energy is many times less than the energy sources based on mining, such as coal and nuclear,
which require enormous areas for the ore and processing before fuel reaches the power plant. Low-
temperature applications usually are no more intrusive than a normal water well. Geothermal
development will serve the growing need for energy sources with low atmospheric emissions and
proven environmental safety.
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All known geothermal systems contain aqueous carbon dioxide species in solution, and when a steam
phase separates from boiling water, CO, is the dominant (over 90% by weight) noncondensible gas. In
most geothermal systems, noncondensible gases make up less than 5% by weight of the steam phase.
Thus, for each megawatt-hour of electricity produced in 1991, the average emission of carbon dioxide by
plant type in the United States was 990 kg from coal, 839 kg from petroleum, 540 kg from natural gas,
and 0.48 kg from geothermal flashed-steam (Colligan 1993). Hydrogen sulfide can reach moderate
concentrations of up to 2% by weight in the separated steam phase from some geothermal fields.

At The Geysers geothermal field in California, either the Stretford process or the incineration and
injection process is used in geothermal power plants to keep H,S emissions below 1 ppb (part per
billion). Use of the Stretford process in many of the power plants at The Geysers results in the production
and disposal of about 13,600 kg of sulfur per megawatt of electrical generation per year. Figure 7.1, shows
a typical system used in the Stretford process at The Geysers (Henderson and Dorighi 1989).

The incineration process burns the gas removed from the steam to convert H,S to SO,, the gases are
absorbed in water to form $O32 and SO, in solution, and iron chelate is used to form $,032 (Bedell and
Hammond 1987). Figure 7.2 shows an incineration abatement system (Bedell and Hammond 1987). The
major product from the incineration process is a soluble thiosulfate which is injected into the reservoir
with the condensed water used for the reservoir pressure-maintenance program. Sulfur emissions for
each megawatt-hour of electricity produced in 1991, as SO, by plant type in the United States was 9.23 kg
from coal, 4.95kg from petroleum, and 0.03 kg from geothermal flashed-steam (Colligan 1993).
Geothermal power plants have none of the nitrogen oxide emissions that are common from fossil
fuel plants.

The waters in geothermal reservoirs range in composition from 0.1 to over 25 wt% dissolved solutes.
The geochemistry of several representative geothermal fields is listed in Table 7.4. Temperatures up to
380°C have been recorded in geothermal reservoirs in the United States, and many chemical species have
a significant solubility at high temperature. For example, all of the geothermal waters are saturated in
silica with respect to quartz. As the water is produced, silica becomes supersaturated, and, if steam is
flashed, the silica becomes highly supersaturated. Upon cooling, amorphous silica precipitates from the

Treated gas to cooling tower

Vent gas

Venturi scrubber Absorber column Evaporative

Oxidizer cooler

Reaction tanks

tank

Atmospheri air ey

From cold well Wash

Balance
tank

Froth Purge

tank
I Bel filter Caustic tank

Waste removal

FIGURE 7.1 Typical equipment used in the Stretford process for hydrogen sulfide abatement at The Geysers
geothermal field. (Based on the diagram of Henderson, J. M. and Dorighi, G. P., Geotherm. Resour. Counc. Trans., 13,
593-595, 1989.)
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FIGURE 7.2 Equipment used in the incineration process for hydrogen sulfide abatement at The Geysers geothermal
field. (Based on the diagram of Bedell, S. A. and Hammond, C. A., Geotherm. Resour. Counc. Bull., 16 (8), 36, 1987.)

supersaturated solution. The high flow rates of steam and water from geothermal wells usually prevent
silica from precipitating in the wells, but careful control of fluid conditions and residence time is needed
to prevent precipitation in surface equipment. Silica precipitation is delayed in the flow stream until the
water reaches a crystallizer or settling pond. There the silica is allowed to settle from the water, and the
water is then pumped to an injection well.

7.6 Operating Conditions

For electrical generation, typical geothermal wells in the United States have production casing pipe in the
reservoir with an inside diameter of 29.5 cm, and flow rates usually range between 150,000 and
350,000 kg/h of total fluid (Mefferd 1991). The geothermal fields contain water, or water and steam,
in the reservoir, and production rates depend on the amount of boiling in the reservoir and the well on
the way to the surface. The Geysers geothermal field in California has only steam filling fractures in the
reservoir, and, in 1987 (approximately 30 years after production began), the average well flow had
decreased to 33,000 kg/h of dry steam (Mefferd 1991) supplying the maximum field output of
2000 MW,. Continued pressure decline has decreased the production.

In the Coso geothermal field near Ridgecrest, CA initial reservoir conditions formed a steam cap at
400-500 m depth, a two-phase (steam and water) zone at intermediate depth, and a liquid water zone at
greater depth. Enthalpy of the fluid produced from individual wells ranges from 840 to 2760 kJ/kg
(Hirtz et al. 1993), reservoir temperatures range from 200 to 340°C, and the fluid composition flowing
from the reservoir into the different wells ranges from 100% liquid to almost 100% steam. Production
wells have a wide range of flow rates, but the average production flow rate is 135,000 kg/h (Mefferd 1991).
Much of the produced fluid is evaporated to the atmosphere in the cooling towers of the power plant, and
only about 65% of the produced mass is available for injection into the reservoir at an average rate of
321,000 kg/h (Mefferd 1991).

The Salton Sea geothermal system in the Imperial Valley of southern California has presented some of
the most difficult problems in brine handling. Water is produced from the reservoir at temperatures
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TABLE 7.4 Major Element Chemistry of Representative Geothermal Wells

Field T (°C) Na K Li Ca Mg Cl F Br SOy Total® Total® Total* B Total® H,S
CO, SiO,

Reykyavik, Iceland 100 95 1.5 <1 0.5 — 31 — — 16 58 155 0.03 —
Hveragerdi, Iceland 216 212 27 0.3 1.5 0.0 197 1.9 0.45 61 55 480 0.6 7.3
Broadlands, New Zealand 260 1,050 210 1.7 22 0.1 1,743 7.3 5.7 8 128 805 48.2 <1
Wairekai, New Zealand 250 1,250 210 13.2 12 0.04 2,210 8.4 5.5 28 17 670 28.8 1
Cerro Prieto, Mexico 340 5,820 1,570 19 280 8 10,420 14.1 0 1,653 740 124 700
Salton Sea, California 340 50,400 17,500 215 28,000 54 155,000 15 120 5 7,100 400 390 16
Roosevelt, Utah® <250 2,320 461 25.3 8 <2 3,860 6.8 — 72 232 563 — —

2 Total CO,, Sio,, etc., is the total CO, + HCO; + CO3™ expressed as CO,, silica+silicate as SIO,, etc.

® From Wright (1991); remainder of data from Ellis and Mahon (1977).
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FIGURE 7.3 The flow stream for removal of solids from the vapor and brine in typical power plants in the Salton
Sea geothermal field. (Modified from the diagram of Signorotti, V. and Hunter, C. C., Geotherm. Resour. Counc. Bull.,
21 (9), 277-288, 1992.)

between 300 and 350°C and total dissolved solid concentrations between 20 and 25% by weight at an
average rate of 270,000 kg/h (Mefferd 1991). When up to 20% of the mass of brine boils during
production, the salts are concentrated in the brine causing supersaturation with respect to several solid
phases. Crystallizers and clarifier and thickener tanks are needed to remove solids from the injection
water. Figure 7.3 shows the flow stream for removal of solids from the vapor and brine (Signorotti and
Hunter 1992). Other power plants use the addition of acid to lower the pH and keep the solutes in
solution (Signorotti and Hunter 1992). The output from the crystallizers and clarifiers is a slurry of brine
and amorphous silica. The methods used to dewater the salt and silica slurry from operations in the
Salton Sea geothermal system are described by Benesi (1992). Approximately 80% of the produced water
is injected into the reservoir at an average rate of 310,000 kg/h.

Defining Terms

Binary geothermal plant: A geothermal electric generating plant that uses the geothermal fluid to heat a
secondary fluid that is then expanded through a turbine.

Identified accessible base: That part of the thermal energy of the Earth that is shallow enough to be
reached by production drilling in the foreseeable future. Identifed refers to concentrations of heat
that have been characterized by drilling or Earth science evidence. Additional discussion of this and
other resource terms can be found in Muffler (1979).

Noncondensible gases: Gases exhausted from the turbine into the condenser that do not condense into
the liquid phase.
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For Further Information

Geothermal education materials are available from the Geothermal Education Office, 664 Hilary Drive,
Tiburon, CA 94920.

General coverage of geothermal resources can be found in the proceedings of the Geothermal Resources
Council’s annual technical conference, Geothermal Resources Council Transactions, and in the
Council’s Geothermal Resources Council Bulletin, both of which are available from the Geothermal
Resources Council, P.O. Box 1350, Davis, CA 95617-1350.

Current information concerning direct use of geothermal resources is available from the Geo-Heat
Center, Oregon Institute of Technology, Klamath Falls, OR 97601.

A significant amount of geothermal information is also available on a number of geothermal home pages
that can be found by searching on “geothermal” through the Internet.
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8.1 Introduction

This section provides an overview of the steam power cycle. There are noteworthy omissions in the
section: site selection; fuel handling; activities related to civil engineering (such as foundations); controls;
and nuclear power. Thermal power cycles take many forms, but the majority are fossil steam, nuclear,
simple-cycle gas turbine, and combined cycle. Of those listed, conventional coal-fired steam is the
predominant power producer—especially in developing countries that have indigenous coal or can
import coal inexpensively. A typical steam power plant is shown in Figure 8.1.

Because the Rankine cycle is the overwhelmingly preferred process for steam power generation, it is
discussed first. Topping and bottoming cycles, with one exception, are rare and mentioned only for
completeness. The exception is the combined cycle, in which the steam turbine cycle is a bottoming cycle.
Developed countries have been moving to the combined cycle because of relatively low capital costs when
compared with coal-fired plants; its high thermal efficiency, which approaches 60%, and low emissions.

The core components of a steam power plant are boiler; turbine; condenser and feedwater pump; and
generator. These are covered in successive subsections. The final subsection is an example of the layout
and contents of a modern steam power plant.

As a frame of reference, the following efficiencies are typical for modern, subcritical, fossil fuel steam
power plants. The specific example chosen has steam conditions of 2400 psia; 1000°F main steam

8-1
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FIGURE 8.1 Modern steam power plant.

temperature; and 1000°F reheat steam temperature: boiler thermal 92; turbine/generator thermal 44;
turbine isentropic 89; generator 98.5; boiler feedwater pump and turbine combined isentropic 82;
condenser 85; plant overall 34 (Carnot 64). Supercritical steam plants operate with main steam above
the “critical” pressure for water where water and steam have the same density and no longer exist as
separate phase states. They are generally used when higher efficiency is desired. Modern supercritical coal
plants with main steam conditions of 3600 psia at 1050 and 1050°F for reheat steam can exceed 40% in
overall net plant efficiency.

Nuclear power stations are so unique that they are worthy of a few closing comments. Modern stations
are all large, varying from 600 to 1500 MW. The steam is low temperature and low pressure ( ~600°F and
~ 1000 psia), compared with fossil applications, and hovers around saturation conditions. Therefore, the
boilers, superheater equivalent (actually a combined moisture separator and reheater), and turbines are
unique to this cycle. The turbine generator thermal efficiency is around 36%.

8.2 Rankine Cycle Analysis

Modern steam power generation is based on the Rankine cycle and thermodynamics govern the ultimate
performance of the cycle whether used in a coal-fired steam plant or the bottoming cycle of a combined-
cycle plant. The basic, ideal Rankine cycle is shown in Figure 8.2. The ideal cycle comprises the processes
from state 1:

1-2: Saturated liquid from the condenser at state 1 is pumped isentropically (i.e., S;=S,) to state 2
and into the boiler.

2-3: Liquid is heated at constant pressure in the boiler to state 3 (saturated steam).

3—4: Steam expands isentropically (i.e., S3=S,) through the turbine to state 4, where it enters the
condenser as a wet vapor.

4-1: Constant-pressure transfer of heat in the condenser takes place to return the steam to state 1
(saturated liquid).

If changes in kinetic and potential energy are neglected, the total heat added to the Rankine cycle can
be represented by the shaded area on the T-S diagram in Figure 8.2; the work done by this cycle can be
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FIGURE 8.2 Basic Rankine cycle.

represented by the crosshatching within the shaded area. The thermal efficiency of the cycle (7) is defined
as the work (Wygr) divided by the heat input to the cycle (Qg).
The Rankine cycle is preferred over the Carnot cycle for the following reasons:

o The heat transfer process in the boiler must be at constant temperature for the Carnot cycle,
whereas in the Rankine cycle it is superheated at constant pressure. Superheating the steam can be
achieved in the Carnot cycle during heat addition, but the pressure must drop to maintain
constant temperature. This means the steam is expanding in the boiler while heat is being added,
which is not a practical method.

e The Carnot cycle requires that the working fluid be compressed at constant entropy to boiler
pressure. This would require taking wet steam from point 1’ in Figure 8.2 and compressing it to
saturated liquid condition at 2/. A pump required to compress a mixture of liquid and vapor
isentropically is difficult to design and operate. In comparison, the Rankine cycle takes the
saturated liquid and compresses it to boiler pressure. This is more practical and requires much
less work.

FIGURE 8.3 Rankine cycle with superheat.
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FIGURE 8.4 Rankine cycle with reheat.

The efficiency of the Rankine cycle can be increased by utilizing a number of variations to the basic
cycle. One such variation is superheating the steam in the boiler. The additional work done by the cycle is
shown in the crosshatched area in Figure 8.3.

The efficiency of the Rankine cycle can also be increased by increasing the pressure in the boiler.
However, increasing the steam generator pressure at a constant temperature will result in the excess
moisture content of the steam exiting the turbine. To take advantage of higher steam generator pressures
and keep turbine exhaust moistures at acceptably low values, the steam is expanded to some intermediate
pressure in the turbine and then reheated in the boiler. Following reheat, the steam is expanded to the
cycle exhaust pressure. The reheat cycle is shown in Figure 8.4.

Another variation of the Rankine cycle is the regenerative cycle, which involves the use of feedwater
heaters. The regenerative cycle regains some of the irreversible heat lost when condensed liquid is
pumped directly into the boiler by extracting steam from various points in the turbine and heating
the condensed liquid with this steam in feedwater heaters. Figure 8.5 shows the Rankine cycle
with regeneration.

The actual Rankine cycle is far from ideal because losses are associated with the cycle. They include
piping losses due to friction and heat transfer; turbine losses associated with steam flow; pump losses due
to friction; and condenser losses when condensate is subcooled. The losses in the compression (pump)
and expansion process (turbine) result in an increase in entropy. Also, energy is lost in heat addition
(boiler) and rejection (condenser) processes as they occur over a finite temperature difference.

Turbine LLoad ‘

é T
2 J B
!_3 HTRY o _)___1_ -gio_nd
— T— s

FIGURE 8.5 Rankine cycle with regeneration.
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Most modern power plants employ some variation of the basic Rankine cycle in order to improve
thermal efficiency. For larger power plants, economies of scale will dictate the use of one or all of
these variations to improve thermal efficiency. In most cases, power plants in excess of 200,000 kW will
have 300°F superheated steam leaving the boiler reheat and seven to eight stages of feedwater heating.
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8.3 Topping and Bottoming Cycles

Steam Rankine cycles can be combined with topping and/or bottoming cycles to form binary
thermodynamic cycles. These topping and bottoming cycles use working fluids other than water.
Topping cycles change the basic steam Rankine cycle into a binary cycle that better resembles the
Carnot cycle and improves efficiency. For conventional steam cycles, state-of-the-art materials allow peak
working fluid temperatures higher than the supercritical temperature for water. Much of the energy
delivered into the cycle goes into superheating the steam, which is not a constant-temperature process.
Therefore, a significant portion of the heat supply to the steam cycle occurs substantially below the peak
cycle temperature.

Adding a cycle that uses a working fluid with a boiling point higher than water allows more of the heat
supply to the thermodynamic cycle to be near the peak cycle temperature, thus improving efficiency. Heat
rejected from the topping cycle is channeled into the lower-temperature steam cycle. Thermal energy not
converted to work by the binary cycle is rejected to the ambient-temperature reservoir. Metallic substances
are the working fluids for topping cycles. For example, mercury has been used as the topping cycle fluidin a
plant that operated for a period of time but has since been dismantled. Significant research and testing has
also been performed over the years toward the eventual goal of using other substances, such as potassium,
sodium, or cesium, as a topping-cycle fluid, but none has proven to be commercially successful.

Steam power plants in a cold, dry environment cannot take full advantage of the low heat rejection
temperature available. The very low pressure to which the steam would be expanded to take advantage
of the low heat sink temperature would increase the size of the low-pressure (LP) turbine to such an
extent that it is impractical or at least inefficient. A bottoming cycle that uses a working fluid with a vapor
pressure higher than water at ambient temperatures (such as ammonia or an organic fluid) would enable
smaller LP turbines to function efficiently. Thus, a steam cycle combined with a bottoming cycle may
yield better performance and be more cost effective than a stand-alone Rankine steam cycle. However,
again, these techniques are not at present commercially viable and are not being broadly pursued.

For Further Information

Fraas, A. P. 1982. Engineering Evaluation of Energy Systems. McGraw-Hill, New York.

Horlock, J. H. 1992. Combined Power Plants, Including Combined Cycle Gas Turbine (CCGT) Plants.
Pergamon Press, Oxford.

Lezuo, A. and Taud, R. 2001. Comparative evaluation of power plants with regard to technical, ecological
and economical aspects. In Proceedings of ASME Turbo Expo 2001, New Orleans.

8.4 Steam Boilers

A boiler, also referred to as a steam generator, is a major component in the plant cycle. It is a closed vessel
that efficiently uses heat produced from the combustion of fuel to convert water to steam. Efficiency is the
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FIGURE 8.6 Boiler principles.

most important characteristic of a boiler because it has a direct bearing on electricity production. Boilers
are classified as drum-type or once-through (Figure 8.6). Major components of boilers include an
economizer, superheaters, reheaters, and spray attemperators.

8.4.1 Drum-Type Boilers

Drum-type boilers depend on constant recirculation of water through some of the components of the
steam—water circuit to generate steam and keep the components from overheating. These boilers

circulate water by natural or controlled circulation.

Natural Circulation Boilers. Natural circulation boilers use the density differential between water in the
downcomers and steam in the waterwall tubes for circulation.

Controlled Circulation Boilers. Controlled circulation boilers use boiler-water-circulating pumps to
circulate water through the steam—water circuit.

8.4.2 Once-Through Boilers

Once-through boilers convert water to steam in one pass through the system rather than re-circulating
through the drum. Current designs for once-through boilers use a spiral-wound furnace to assure even

heat distribution across the tubes.

8.4.3 Major Boiler Components

e Economizer. The economizer is the section of the boiler tubes in which feedwater is first
introduced into the boiler and flue gas is used to raise the temperature of the water.

o Steam drum (drum units only). The steam drum separates steam from the steam—water mixture
and keeps the separated steam dry.

o Superheaters. Superheaters are bundles of boiler tubing located in the flow path of the hot gases
created by the combustion of fuel in the boiler furnace. Heat is transferred from the combustion
gases to the steam in the superheater tubes. Superheaters are classified as primary and secondary.
Steam passes first through the primary superheater (located in a relatively cool section of the
boiler) after leaving the steam drum. There the steam receives a fraction of its final superheat and
then passes through the secondary superheater for the remainder.
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o Reheaters. Reheaters are bundles of boiler tubes that are exposed to the combustion gases in the
same manner as superheaters.

o Spray attemperators. Attemperators, also known as desuperheaters, are spray nozzles in the boiler
tubes between the two superheaters. These spray nozzles supply a fine mist of pure water into the
flow path of the steam to prevent tube damage from overheating. Attemperators are provided for
the superheater and the reheater.

Worldwide, the current trend is to use higher temperatures and pressures to improve plant efficiency,
which in turn reduces emissions. Improvements in high-temperature materials such as T-91 tubing
provide high-temperature strength and improved corrosion resistance permitting reliable operation in
advanced steam cycles. In addition, the development of reliable once-through Benson type boilers has
resolved most of the operational problems experienced with first- and second-generation
supercritical plants.

Steam plant boilers burning coal require advanced exhaust gas clean-up systems to meet today’s strict
environmental emissions limits. A typical plant burning high-sulfur eastern coal will have an SCR
(selective catalytic reduction) for NO, control, a precipitator for particulate control, and a wet limestone
scrubber to reduce SO,. A typical plant burning low-sulfur western coal might include an SCR, a
baghouse filter for particulate control, and a dry scrubber for SO, reduction.

8.5 Steam Turbines
8.5.1 General

Each turbine manufacturer has unique features in its designs that affect efficiency, reliability, and cost.
However, the designs appear similar to a non-steam-turbine engineer. Figure 8.7 shows a modern steam
turbine generator as used in a coal-fired steam power plant. Steam turbines for power plants differ from
most prime movers in at least three ways:

o All are extremely high powered, varying from about 70,000 to 2 million hp, and require a
correspondingly large capital investment, which puts a premium on reliability.
o Turbine life is normally between 30 and 40 years with minimal maintenance.

FIGURE 8.7 Modern steam turbine generator for a coal-fired steam plant.
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e Turbines spend the bulk of their lives at constant speed, normally 3600 or 1800 rpm for
60-Hz operation.

These three points dominate the design of the entire power station, particularly of the steam turbine
arrangement and materials. Figure 8.8 shows the dramatic increase of steam turbine power output for
one manufacturer over the past 50 years. This is reasonably typical of the industry.

In an earlier subsection it was shown that high steam-supply temperatures make for more efficient
turbines. In Europe and Japan, the trend is to use increasingly higher steam-supply temperatures to
reduce fuel cost and emissions.

8.5.2 Blading

The most highly stressed component in steam turbines is the blades. Blades are loaded by centrifugal and
steam-bending forces and also harmonic excitation (from nonuniform circumferential disturbances in
the blade path). All blades are loaded by centrifugal and steam-bending loads, and smaller blades are
designed to run when the harmonic excitation is resonant with the natural modes of the blade. If
harmonic excitation is permitted on very long blades, however, the blades become impractically large.
Fortunately, because the turbine runs at constant speed, the blade modes can be tuned away from
resonant conditions so that the harmonic loads are significantly reduced. This forms a split in blade
design, commonly referred to as tuned and untuned blading.

Blades guide steam throughout the turbine in as smooth and collision-free a path as possible.
Collisions with blades (incidence) and sudden expansions reduce the energy available for doing work.
Until recently, designers would match flow conditions with radially straight blades (called parallel-sided
blades). Turbine physics does not recognize this convenience for several reasons. The most visually
obvious is the difference in tangential velocity between blade hub and tip. The latest blades address the
full three-dimensional nature of the flow by curving in three dimensions (bowed blades). Three
dimensional design techniques allow for better matching of the flow (and area) conditions and now,
with the use of numerical control machine tools to make it more cost competitive, three-dimensional
blading is used extensively in many modern turbines. Examples of three-dimensional and parallel-sided
blades are shown in Figure 8.9.
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FIGURE 8.8 Increase of steam turbine power.
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FIGURE 8.9 Typical steam turbine blades.

8.5.3 Rotors

After blades, steam turbine rotors are the second most critical component in the machine. Rotor design
must take into account

e The large high-strength alloy steel rotor forging that must have uniform chemistry and
material properties

¢ Centrifugal force from the rotor body and the increased centrifugal pull from the attached blades

o The need to have high resistance to brittle fracture, which could occur when the machine is at
high speed and the material is still not up to operating temperature

e Creep deformation of the high-pressure (HP) and intermediate-pressure (IP) rotors under steady
load while at high temperature.

The life cycle is further complicated by transient fatigue loads that occur during power changes and
start-up. Two further events are considered in rotor design: torsional and lateral vibrations caused by
harmonic steam and electrical loads. As with tuned blades, this is normally addressed by tuning the
primary modes away from resonance at full running speed.

8.5.4 Choosing the Turbine Arrangement

Because the turbine shaft would be too long and flexible if it were built in one piece with all the blades in
sequence, the rotor is separated into supportable sections. The “cuts” in the shaft result in HP (high
pressure), IP (intermediate pressure), and LP (low pressure) cylinders. Manufacturers address the
grouping of cylinders in many different ways, depending upon steam conditions. It is common practice
to combine HPs and IPs into one cylinder for subcritical units in the power range of about 250 to
600 MW. One manufacturer’s grouping, shown in Figure 8.10, is fairly representative of the industry.
So far, the text has discussed the steam flow as though it expanded monotonically through the turbine.
This is usually not the case for two reasons. First, the most common steam conditions would cause steam
exiting the last row of blades to be very wet, creating excessive erosion. Second, thermal efficiency can be
raised by removing the steam from the turbine, reheating, and then returning it to the blade path; this
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Type SR Power
yp Configuration

HP-IP-LP 20001200 MW
(with reheat)
HP/IP-LP 160D700 MW
(with reheat)
HP-IP/LP 1200260 MW
(with reheat)
Single case 50300 MW
(without reheat)

FIGURE 8.10 Steam turbine product combinations.

increases the “average” heat supply temperature and reduces moisture levels in the turbine exhaust. The
turbine position for reheat is normally between the HP and IP turbines.

There is one further geometric arrangement. Cylinders need not be all on one shaft with a single
generator at the end. A cross-compound arrangement exists in which the steam path is split into two
separate parallel paths with a generator on each path. Commonly, the split will be with paths of HP-LP
generator and IP-LP generator. Torsional and lateral vibrations are more easily analyzed with shorter
trains, which make the foundation more compact. The primary shortcoming is the need for two
generators, two control systems, and a larger power house—all of which increase overall plant cost.

Historically, steam turbines have been split into two classes, reaction and impulse, as explained in Basic
Power Cycles. This difference in design makes an observable difference between machines. Impulse
turbines have fewer, wider stages than reaction machines. As designs have been refined, the efficiencies
and lengths of the machines are now about the same. For a variety of reasons, the longer blades in the LP
ends are normally reaction designs. Because each stage may now be designed and fabricated separately,
the line between impulse and reaction turbines is diminishing with most manufacturers supplying
blading that has characteristics of both technologies. Turbine blading is broadly split between machines
as shown in the following table.

Cylinder
LP
HP 1P Short Blades End Blade(s)
Reaction turbines Reaction Reaction Reaction Reaction
Impulse turbines Impulse Impulse Impulse Reaction

8.5.5 Materials

Materials are among the most variable of all turbine parts, with each manufacturer striving to improve
performance by using alloying and heat-treatment techniques. It follows that accurate generalizations are
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difficult. Even so, the following table is reasonably representative for steam turbines with 1000°F-1050°F
inlet temperatures:

Item Common Material Description

High- Moderate- Moderate- Cold LP High- Low- Hot LP High- Cold
temperature  and cold- temperature  rotating temperature  temper- temper- bolting
HP and IP  temper- rotating blades rotors ature ature
blades ature blades rotors bolting

stator

blades
Mod’d SS403 SS304 55403 55403 or 1CrMoV, 3.5 1.25Cr  Carbon, SS422 Ble6

17/4 PH occasionally  NiCrMoV  or steel
10Cr 2.25Cr

8.5.6 Cylinders and Bolting

These items are relatively straightforward, except for the very large sizes and precision required for the
castings and fabrications. In a large HP-IP cylinder, the temperature and pressure loads split between an
inner and outer cylinder. In this case, finding space and requisite strength for the bolting presents a
challenge for the designer.

8.5.7 Valves

The turbine requires many valves for speed control, emergency control, drains, hydraulics, bypasses, and
other functions. Of these, four valves are distinguished by their size and duty: throttle or stop; governor
or control; reheat stop; and reheat interceptor. The throttle, reheat stop, and reheat interceptor valves
normally operate fully open, except in some control and emergency conditions. Their numbers and
design are selected for the appropriate combination of redundancy and rapidity of action. The
continuous control of the turbine is accomplished by throttling the steam through the governor valve.
This irreversible process detracts from cycle efficiency. In more modern units, the efficiency loss is
reduced by reducing the boiler pressure (normally called sliding pressure) rather than throttling across
the valves when reducing output.

For Further Information

Japikse, D. and Nicholas, C. B. 1994. Introduction to Turbomachinery. Concepts ETT, Norwich, VT.

Kutz, M. 1986. Mechanical Engineers’ Handbook. Wiley, New York.

Stodola, A. and Loewenstein, L. C. 1927. Steam and Gas Turbines, reprint of 6th Ed., 1945. Peter Smith,
New York.

8.6 Heat Exchangers, Pumps, and Other Cycle Components

8.6.1 Heat Exchangers

Heaters. The two classifications of condensate and feedwater heaters are the open or direct contact heater
and the closed or shell-and-tube heater.

Open Heaters. In an open heater, the extraction or heating steam comes in direct contact with the water
to be heated. Although open heaters are more efficient than closed heaters, each requires a pump to feed
the outlet water ahead in the cycle. This adds cost and maintenance and increases the risk of water
induction to the turbine, making the closed heater the preferred heater for power plant applications.

Closed Heaters. These heaters employ tubes within a shell to separate the water from the heating steam
(see Figure 8.11). They can have three separate sections in which the heating of the feedwater occurs.
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FIGURE 8.11 Shell-and-tube feedwater heater.

First is the drain cooler section where the feedwater is heated by the condensed heating steam before
cascading back to the next-lower-pressure heater. The effectiveness of the drain cooler is expressed as
the drain cooler approach (DCA), which is the difference between the temperature of the water entering
the heater and the temperature of the condensed heating steam draining from the heater shell. In the
second section (condensing section), the temperature of the water is increased by the heating steam
condensing around the tubes. In the third section (desuperheating section), the feedwater reaches its
final exit temperature by desuperheating the extraction steam. Performance of the condensing and
superheating sections of a heater is expressed as the terminal temperature difference (TTD). This is the
difference between the saturation temperature of the extraction steam and the temperature of
the feedwater exiting the heater. Desuperheating and drain cooler sections are optional depending
on the location of the heater in the cycle (for example, desuperheating is not necessary in wet extraction
zones) and economic considerations.

The one exception is the deaerator (DA), which is an open heater used to remove oxygen and other
gases that are insoluble in boiling water. The DA is physically located in the turbine building above all
other heaters, and the gravity drain from the DA provides the prime for the boiler feed pump (BFP).

Two other critical factors considered in heater design and selection are (1) venting the heater shell to
remove any noncondensable gases; and (2) the protection of the turbine caused by malfunction of the
heater system. Venting the shell is required to avoid air-binding a heater, which reduces its
performance. Emergency drains to the condenser open when high water levels are present within the
shell to prevent back-flow of water to the turbine, which can cause serious damage. Check valves on the
heating steam line are also used with a water-detection monitor to alert operators to take prompt
action when water is present.

Condenser. Steam turbines generally employ surface-type condensers comprising large shell-and-tube
heat exchangers operating under vacuum. The condenser (1) reduces the exhaust pressure at the last-
stage blade exit to extract more work from the turbine; and (2) collects the condensed steam and returns
it to the feedwater-heating system. Cooling water circulates from the cooling source to the condenser
tubes by large motor-driven pumps. Multiple pumps, each rated less than 100% of required pumping
power, operate more efficiently at part load and are often used to allow for operation if one or more
pumps are out of service. Cooling water is supplied from a large heat sink water source, such as a river, or
from cooling towers. The cooling in the cooling tower is assisted by evaporation of 3%-6% of the cooling
water. Airflow is natural draft (hyperbolic towers) or forced draft. Noncondensable gases are removed
from the condenser with a motor-driven vacuum pump or, more frequently, steam jet air ejectors, which
have no moving parts.

When adequate cooling water is not available, a dry condenser can be used. This device uses large
motor-driven fans to move air across a large radiator-like heat exchanger to condense the steam at
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FIGURE 8.12 Boiler feed pump turbine.

ambient temperature. Air condensers are significantly more expensive than wet condensers and generally
decrease overall plant efficiency, so they are used only when necessary.

8.6.2 Pumps

Condensate Pump. Condensate is removed from the hot well of the condenser and passed through the
LP heater string via the condensate pump. Typically, two or more vertical (larger units) or horizontal
(medium and small units) motor-driven centrifugal pumps are located near the condenser hot well
outlet. Depending on the size of the cycle, condensate booster pumps may be used to increase the
pressure of the condensate on its way to the DA.

Feedwater Booster Pump. The DA outlet supplies the feedwater booster pump, which is typically a
motor-driven centrifugal pump. This pump supplies the required suction head for the BFP (boiler feed
pump).

Boiler Feed Pump. These pumps are multiple-stage centrifugal pumps that, depending on the cycle, can
be turbine or motor driven. BFP turbines (BFPT; Figure 8.12), are single-case units that draw extraction
steam from the main turbine cycle and exhaust to the main condenser. Typical feed pump turbines
require 0.5% of the main unit power at full-load operation. Multiple pumps rated at 50%-100% each are
typically used to allow the plant to operate with one pump out of service.

With the increasing reliability of large electric motors, many plant designers are now using motors to
drive the feed pumps for plants up to about 800 MW. Although the cycle is not quite as efficient as using a
turbine drive, the overall plant capital cost is significantly less when motor BFP drives are used.

For Further Information

British Electricity International 1992. Modern Power Station Practice 3rd Ed. Pergammon Press, Oxford.
Lammer, H. B. and Woodruff 1967. Steam Plant Operation, 3rd Ed. McGraw-Hill, New York.
Powell, C. 1955. Principles of Electric Utility Operation. Wiley, New York.
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8.7 Generators

The electric generator converts rotating shaft mechanical power of the steam turbine to three-phase
electrical power at voltages between 11.5 and 27 kV, depending upon the power rating. The generator
comprises a system of ventilation, auxiliaries, and an exciter. Figure 8.13 shows an installed hydrogen-
cooled generator and brushless exciter of about 400 MW. Large generators greater than 25 MW
usually have a solid, high-strength steel rotor with a DC field winding embedded in radial slots
machined into the rotor. The rotor assembly then becomes a rotating electromagnet that induces
voltage in stationary conductors embedded in slots in a laminated steel stator core surrounding the
rotor (see Figure 8.14).

The stator conductors are connected to form a three-phase AC armature winding. The winding is
connected to the power system, usually through a step-up transformer. Most steam turbines driven by
fossil-fired steam use a two-pole generator and rotate at 3600 rpm in 60-Hz countries and 3000 rpm in
50-Hz countries. Most large steam turbines driven by nuclear steam supplies use a four-pole generator
and rotate at 1800 or 1500 rpm for 60 and 50 Hz, respectively.

8.7.1 Generator Ventilation

Cooling the active parts of the generator is of such importance that generators are usually classified by the
type of ventilation they use. Air-cooled generators are used commonly up to 300 MW. Some use ambient
air, drawing air through filters, and others recirculate air through air-to-water heat exchangers. Above
250 MW, most manufacturers offer hydrogen for overall cooling. Hydrogen has 14 times the specific heat
of air and is 14 times less dense. This contributes to much better cooling and much lower windage and
blower loss. The frame must be designed to withstand the remote circumstance of a hydrogen explosion

FIGURE 8.13 Generator and exciter.
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and requires shaft seals. Hydrogen is noncombustible with purities greater than 70%. Generator purities
are usually maintained well above 90%. Depending upon the manufacturer, generators with ratings
above 500 MW generally have water-cooled stator winding; the remaining components are cooled
with hydrogen.

8.7.2 Generator Auxiliaries

Large generators must have a lubrication oil system for the shaft journal bearings. Major components of
this system are pumps, coolers, and a reservoir. In most cases, the turbine and generator use a combined
system. For hydrogen-cooled generators, a shaft seal system and hydrogen supply system are needed. The
shaft seal system usually uses oil pumped to a journal seal ring at a pressure somewhat higher than the
hydrogen pressure. Its major components are pumps, coolers, and reservoir, similar to the lubrication
system. The hydrogen supply system consists of a gas supply and regulators. A CO, supply is used to
purge the generator when going from air to hydrogen or vice versa to avoid a combustible hydrogen—air
mixture. The stator winding water supply again uses pumps, coolers, and a reservoir. It requires
demineralizers to keep the water nonconducting because the water flow provides a path between the
high-voltage conductors and ground. Depending upon the design approach, it may also include
chemistry or oxygen content control to avoid corrosion in the winding cooling passages.

8.7.3 Excitation

The rotor field winding must have a DC source. Many generators use rotating “collector” rings with
stationary carbon brushes to transfer DC current from a stationary source, such as a thyristor-controlled
“static” excitation system, to the rotor winding. A rotating exciter, known as a brushless exciter, is used
for many applications. It is essentially a small generator with a rotating rectifier and transfers DC current
through the coupling into the rotor winding without the need for collectors and brushes.
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For Further Information
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9.1 Overview

Gas turbines are steady-flow power machines in which a gas (usually air) is compressed, heated, and
expanded for the purpose of generating power. The term turbine is the component which delivers power
from the gas as it expands; it is also called an expander. The term gas turbine refers to a complete power
machine. The term gas turbine is often shortened to simply turbine, which can lead to confusion with the
term for an expander.

The basic thermodynamic cycle on which the gas turbine is based is known as the Brayton cycle. Gas
turbines may deliver their power in the form of torque or one of several manifestations of pneumatic
power, such as the thrust produced by the high-velocity jet of an aircraft propulsion gas turbine engine.

Gas turbines vary in size from large, 250,000-hp utility machines, to small 5 hp, automobile and
motorcycle turbochargers. Microturbines, 25-250 kW, recuperated gas turbines are now being sold.

Gas turbines are used in electric power generation, propulsion, and compressor and pump drives.
The most efficient power generation systems in commercial service are gas turbine combined cycle plants
with power-to-fuel energy efficiencies of more than 54% (higher heating value basis) or 59% (lower
heating value basis). Systems five points higher in efficiency are now under development and are being
offered commercially, and systems of even higher efficiency are considered feasible.

9.2 History

The fourth quarter of the 19th century was one of great innovation in power machinery. Along with the
spark-ignited gasoline engine, the compression-ignited diesel engine, and the steam turbine, engineers

9-1
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applied their skills to several hot-air engines. Charles Curtis received the first U.S. patent for a complete
gas turbine on June 24, 1895. Aegidius Elling built the first gas turbine in 1903, which produced 11 hp.

The first commercial stationary gas turbine engineered for power generation was a 4000-kW machine
built by the Brown Boverei Company in Switzerland in 1939.

Aviation provided the impetus for gas turbine development in the 1930s. In Germany, Hans von
Ohain’s first engine ran in March 1937. Frank Whittle’s first engine ran in England in April 1937. The first
airplane flight powered by a gas turbine jet engine was in Germany on August 27, 1939. The first British
airplane powered by a gas turbine flew on May 15, 1941.

A Swiss railway locomotive using a gas turbine was first run in 1941. The first automobile powered by a
gas turbine was a British Rover, which ran in 1950. And, in 1956, a gas turbine-powered Plymouth car
drove over 3000 miles on a coast-to-coast exhibition trip in the United States.

9.3 Fuels and Firing

The first heat engines were external combustion steam engines. The combustion products never came in
contact with the working fluid, so ash, corrosive impurities, and contaminants in the fuel or exhaust did
not affect the internal operation of the engine. Later, internal combustion (piston) engines were
developed. In these engines, a mixture of air and fuel burned in the space enclosed by the piston and
cylinder walls, thereby heating the air. The air and combustion products formed the working fluid, and
contacted internal engine parts.

Most gas turbines in use today are internal combustion engines and consequently require clean fuels to
avoid corrosion and erosion of critical turbine components. Efforts were made to develop gas turbines
rugged enough to burn residual or crude oil. However, due to the higher efficiencies obtainable by
burning extremely clean fuel at higher temperatures, there is little current interest in using fuel other than
clean gas and distillate oil in gas turbines. Interest in the use of coal and residual oil is now centered on
gasifying and cleaning these fuels prior to use.

A few external combustion gas turbines have been built for use with heavy oil, coal, nuclear reactor,
radioisotope, and solar heat sources. However, none of these has become commercial. The added cost
and pressure drop in the fired heater make externally fired gas turbines expensive. Because the working
fluid temperature cannot be greater than that of the walls of the fired heater, externally fired gas turbines
are substantially less efficient than modern internal combustion gas turbines with internally
cooled blades.

The only internal combustion coal-fired gas turbine of current interest is the pressurized fluidized bed
(PFB) combustion system. In the PFB, air discharged from the compressor of the turbine is used to
fluidize a bed of limestone or dolomite in which coal is burned. The bed is maintained at modest
temperature so that the ash in the coal does not form sticky agglomerates. Fortuitously, this temperature
range also minimizes NO, formation and allows capture of sulfur dioxide (SO,) in the bed. Bed
temperature is maintained in the desired range by immersed boiler tubes. Carryover fly ash is separated
from gaseous combustion products by several stages of cyclone inertial separators and, in some cases,
ceramic filters. The power turbine is modified to accommodate the combustion products, which after
mechanical cleanup may still contain particles as large as 3-5 pm.

The most common gas turbine fuels today are natural gas and distillate oil. To avoid hot corrosion by
alkali metal sulfates, the total sodium and potassium content of the fuel is typically limited to less than
5 ppm. Liquid fuels may also contain vanadium, which also causes corrosion. Fuels must be ash-free
because particles larger than 3-5 pum rapidly erode blades and vanes.

9.4 Efficiency

The term efficiency is applied not only to complete power generation machines but also to the individual
compression, expansion, and combustion processes that make up the gas turbine operating cycle.
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Different definitions of efficiency apply in each case. In an expansion process, the turbine efficiency is
the ratio of the actual power obtained to the maximum power that could have been obtained by
expanding the gas reversibly and adiabatically between the same initial and final pressures.

Gas turbines typically involve high-speed gas flows, so appreciable differences exist between the static
pressure and temperature and the total (or stagnation) pressure and temperature. Care must be taken in
interpreting data to be sure that the pressure condition—static or stagnation—at each component
interface is properly used.

Irreversible losses in one stage of an expansion process show up as heat (increased temperature) in later
stages and add to the power delivered by such stages. Hence, a distinction exists between the polytropic
efficiency (used to describe the efficiency of a process of differential pressure change) and the adiabatic
(complete pressure change) efficiency. The efficiency of compressors and turbines based on their inlet and
outlet pressures is called the isentropic or adiabatic efficiency. Unfortunately, both terms are reported in
the literature, and confusion can exist regarding the meaning of the term efficiency.

Combustion efficiency in well-engineered and well-built internal combustion gas turbines is almost
always close to 100%. The combustion losses appear as carbon monoxide, unburned hydrocarbons, and
soot, which are typically below 50 ppm, with clean fuels.

The gas turbine or engine efficiency is the ratio of the net power produced to the energy in the fuel
consumed. The principal gas turbine fuels are liquid and gaseous hydrocarbons (distillate oil and natural
gas) which have high hydrogen content. Consequently, the term engine efficiency needs to be qualified as
to whether it is based on the higher or the lower heat content of the fuel (the difference between the two
being the latent heat of condensation of the water vapor in the products of combustion). Utility fuel
transactions are traditionally based on higher heating values, and most engine publications presume the
lower heating value of the fuel as the efficiency basis. In the case of natural gas fuel, the higher heating
value (HHYV) efficiency is greater than the lower heating value (LHV) efficiency by 10% of the value of the
HHYV efficiency.

Engineers analyze gas turbine machines to evaluate improvements in component performance, in
higher temperature and pressure ratio designs, and in innovative cycles. Ideal case cycle calculations
generally assume the following:

o Air (with either constant or temperature-dependent specific heats) is the working fluid in both
turbine and compressor (with equal mass flows);

o Air is the working fluid in both turbine and compressor but with the turbine mass flow greater by
the amount of fuel used.

Components are modeled with or without frictional pressure drops, and heat transfer effectiveness
may be ideal (unity) or actual, depending on the purpose of the analysis. Use of compressor air for
cooling of high-temperature structure, nozzles, and blades are modeled in varying degrees of complexity.
Two-dimensional temperature profiles or pattern factors exist. Component inlet and exit total pressure
losses should be included in cycle analyses.

9.5 Gas Turbine Cycles

Gas turbine cycles are usually plotted on temperature—entropy (T-S) coordinates. Readers unfamiliar
with entropy are referred to the chapter on thermodynamics. The T-S plot is useful in depicting cycles
because in an adiabatic process—as is the case for turbines and compressors—the power produced or
consumed is the product of the mass flow and the enthalpy change through the process. Thus,
temperature difference, which is found on a T-S plot, is proportional to the power involved. Additionally,
the heat exchange in a process involving zero power—such as a combustor or heat exchanger—is the
product of the absolute temperature and the entropy change. On a T-S chart, the area under a process
line for a combustor or heat exchanger is the heat exchanged.
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FIGURE 9.1 T-S diagram for a simple cycle illustrating the differences in compressor and turbine power for ideal
(100% efficient) and actual components.

The slope of a constant-pressure line on a T-S diagram is proportional to the absolute temperature.
Consequently, lines of constant pressure become steeper, and diverge as the temperature increases. This
illustrates that more work is obtained expanding a gas between fixed pressures at higher temperatures
than at lower temperatures. Figure 9.1 shows a comparison of the process of an ideal and an actual simple
cycle gas turbine on a T-S diagram. The increased compressor power consumption and the decreased
turbine power generation in the actual cycle are shown to provide an understanding of the differences
that component efficiencies make on machine performance.

The incremental amount of power produced per differential pressure change in the gas is given by

d( Power )z—R @

mass flow p

Two phenomena are illustrated by this equation. First, power is proportional to the absolute
temperature of the gas. Second, power is proportional to the percent change in pressure. This latter
point is important in understanding the effect of pressure losses in cycle components. In heat exchangers,
the proper measure of power lost is the percent pressure drop.

9.6 Cycle Configurations

The basic Brayton cycle consists of a compressor, a combustor or burner, and an expander. This
configuration is known as the simple cycle. In idealizing the actual cycle, combustion is replaced by
constant-pressure heat addition, and the cycle is completed by the assumption that the exhaust to
ambient pressure could be followed by a zero-pressure-loss cooling to inlet conditions.

A T-S diagram of the simple cycle gas turbine with an upper temperature limit set by metallurgical
conditions is illustrated in Figure 9.2 for cycles of low, medium, and high pressure ratios. The heat
addition is only by fuel combustion, simplified here to be without mass addition or change in specific
heat of the working fluid.

It is seen that the low-pressure-ratio cycle requires a large heat addition, which leads to a low efficiency,
and the high-pressure-ratio cycle has turbine power output barely greater than the compressor power
requirement, thereby leading to low net output and low efficiency. At intermediate pressure ratios, the
turbine power output is substantially higher than the compressor power requirement, and the heat
addition is modest in comparison with the difference between the turbine and compressor powers.
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FIGURE 9.2 T-S diagram illustrating the power and heat (fuel) requirements at low, best, and high cycle pressures.

There is an optimum pressure ratio for maximum efficiency, which is a function mainly of the maximum
gas temperature in the machine, and to a lesser extent, by the component efficiencies, internal pressure
losses, and the isentropic exponent. There is another optimum pressure ratio for maximum specific
power (power per unit mass flow).

As the achievable turbine inlet temperature increases, the optimum pressure ratios (for both
maximum efficiency and maximum specific power) also increase. The optimum pressure ratio for
maximum specific power is at a lower pressure level than that for maximum efficiency for all cycles not
employing a recuperator. For cycles with a recuperator, the reverse is true: maximum efficiency occurs at
a lower pressure ratio than maximum specific power. Heavy-duty utility and industrial gas turbines are
typically designed to operate near the point of maximum specific power, which approximates lowest
equipment cost, while aeroderivative gas turbines are designed to operate near the point of maximum
efficiency, approximating highest thrust. Figure 9.3 shows a performance map (efficiency as a function of
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FIGURE 9.3 Performance map of a simple cycle gas turbine.
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power per unit of air flow) for a simple cycle gas turbine for two turbine inlet temperatures. It is seen that
at higher temperature, both the efficiency and specific power increase, as well as the optimum pressure
ratios for both the maximum efficiency and maximum specific power conditions.

Aircraft gas turbines operate at temperatures above the limit of turbine materials by using blades and
vanes with complex internal cooling passages. The added cost is economically justified because these
machines can command high prices in the aircraft propulsion marketplace. Aeroderivative engines have
higher pressure ratios, higher efficiencies, and lower exhaust temperatures than heavy-duty machines.
The stationary power markets served by aeroderlvative gas turbines are principally pipeline compressor
stations and oil/gas production wells. Aeroderivative gas turbines also are economically advantageous for
intermediate-duty electric power generation applications.

9.7 Components Used in Complex Cycles

Recuperators and regenerators recover heat from the turbine exhaust and use it to preheat the air from
the compressor before it enters the combustor, thereby saving fuel. This heat transfer is shown in
Figure 9.4. While recuperators and regenerators are quite similar thermodynamically, they are totally
different in design. Recuperators are conventional heat exchangers in which hot and cold gases flow
steadily on opposite sides of a solid (usually metal) wall.

Regenerators are periodic-flow devices. Fluid streams flow in opposite directions through passages in a
wheel with heat storage walls. The wheel rotates, transferring heat from one stream to the other.
Regenerators usually use a nest of very small parallel passages oriented axially on a wheel which rotates
between hot and cold gas manifolds. Such regenerators are sometimes used in industrial processes for
furnace heat recovery, where they are referred to as heat wheels. Because regenerators are usually more
compact than recuperators, they were used in experimental automotive gas turbines. The difficulty in
using regenerators on gas turbines intended for long life is that the two gas streams are at very different
pressures. Consequently, the seals between the manifolds and the wheel must not leak excessively over the
maintenance overhaul interval of the engine. If they do, the power loss due to seal leakage will
compromise engine power and efficiency. Figure 9.5 shows a performance map for the regenerative
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FIGURE 9.4 T-S diagram illustrating the heat transfer from the turbine exhaust to the compressor discharge
accomplished by a recuperator/regenerator.
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FIGURE 9.5 Performance map of a regenerative cycle gas turbine.

gas turbine cycle for two temperatures. It is seen that as the temperature increases, the efficiency, specific
power, and optimum pressure ratio all increase.

Current research on the recovery of gas turbine exhaust heat includes examination of thermochemical
recuperation, where exhaust heat is used to effect a chemical reaction (reforming) of the fuel with steam,
thereby increasing the heating value of the fuel. Although this process is feasible, research is underway to
determine if it is practical and economic.

Industrial process compressors frequently use intercoolers to reduce compressor power when the
compressor has a high pressure ratio and operates for a large number of hours per year. When analyzing
cycles with intercoolers, the added pressure drops in the compressor interstage entrance and exit diffuser
and scroll and the pressure drop in the intercooler itself should be included.

In a similar manner, turbine reheat can be used to increase the power output of a large-pressure-ratio
turbine. This is the thermodynamic principle in turbojet afterburner firing. Turbine reheat increases
power, but decreases efficiency unless the turbine exhaust heat is used for additional power generation, as
is the case with a combined cycle, or is used with a recuperator to preheat combustor inlet air.

Intercoolers and reheat burners increase the temperature difference between the compressor and
turbine discharges, thereby increasing the opportunity to use a recuperator to preheat the burner air with
exhaust heat. An intercooled recuperated (ICR) machine is at present in development. The efficiency
decrease at part load of an ICR gas turbine is much less than of conventional simple cycle machines.

Small gas turbines have uncooled turbine blades as a result of the difficulty in manufacturing extremely
small cooling passages in small blades. This results in low efficiencies, making it difficult for such turbines
to compete with high-volume production (low-cost) reciprocating (piston) engines. The low-pressure-
ratio recuperated cycle has greater efficiency, although at higher cost. The recuperated cycle is finding
favor in programs for small (under 300-kW) gas turbines used for stationary power.

Because of their compact size, low emissions, and light weight, gas turbines are also being considered
for hybrid engine-battery vehicles. Proponents are pursuing the low-pressure-ratio recuperated gas
turbine as the way to obtain high efficiency and low emissions in a compact power plant.

An ingenious gas turbine cycle is the closed cycle in which the working fluid is sealed in the system.
Heat is added to the fluid with an externally fired heater and extracted from the fluid through heat
exchangers. The working fluid may be any gas, and the density of the gas may be varied—to vary the
power delivered by the machine—by using a gas storage cylinder connected to the compressor discharge
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FIGURE 9.6 Combined (Brayton—Rankine) cycle.

and inlet. The gas storage system is at an intermediate pressure so that it can discharge gas into the lowest
pressure point in the cycle and receive gas from the highest pressure point in the cycle. About ten such
units were built between 1938 and 1968; however, in spite of its sophistication, the added cost and low
efficiency inherent in external combustion systems prevented this system from becoming economic.

The exhaust from a gas turbine is quite hot and can be used to raise steam, which can then be used to
generate additional power with a steam turbine. Such a compound gas turbine-steam turbine system is
referred to as a combined cycle. Figure 9.6 shows a schematic diagram of the equipment in a combined
cycle. Because the exhaust of heavy-duty machines is hotter than that of aeroderivative machines, the
gain in combined cycle system efficiency through use of the steam bottoming cycle described above is
greater for heavy-duty machines than for aeroderivatives. Indeed, heavy-duty machines are designed
with two criteria in mind: achieving lowest cost for peaking (based on the simple cycle configuration)
and achieving highest efficiency in combined cycle configuration for baseload use. The optimum pressure
ratios for these two system configurations are very close. Steam bottoming cycles used in combined cycles
usually use steam at multiple pressure levels to increase efficiency.

Another system in which the power and efficiency of a gas turbine is increased through the use of steam
is the steam-injected gas turbine. Figure 9.7 shows a schematic diagram of a steam-injected gas turbine
cycle. Here the turbine exhaust flows into a heat recovery steam generator (HRSG) operating at a
pressure somewhat higher than the compressor discharge pressure. The steam is introduced into the gas
turbine at the combustor. The steam-air mixture then passes into the turbine, where the augmented mass
flow increases the power produced by the turbine. Additional fuel is required by the combustor because
the steam must be heated from the HRSG delivery temperature to the combustor discharge temperature.
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FIGURE 9.7 Steam-injected gas turbine.

© 2007 by Taylor & Francis Group, LLC



Gas Turbines 9-9

60 -
Turbine inlet temperature 2700°F
Intercooled and
55~ recuperated g 101215 2055
cycle 30

50 o 40
B 20%_50
< Repurated and
>

45— reheat cycle
5, cycle 25 60,
>
2 3530 40
5 40 25
g or 20 /30
E Simple__# 20 .\Etercc:oled

35 cycle cycle

301~

{r\‘ | 1 ° 6 | 1
150 200 250 300

Specific power, (Btu/lb)
FIGURE 9.8 Specific power (Btu/lb).

Typical turbines can accommodate only a limited additional mass flow—from 5 to 15%, depending on
the design of the original gas turbine. Steam-injected gas turbines enable the host to use the steam for
industrial purposes, space heating, or for the generation of additional power.

A group of cycles under consideration for development involve the use of adiabatic saturators to
provide steam at compressor discharge pressure to augment greatly the mass flow through the turbine,
and consequently increase cycle power and efficiency. In the adiabatic saturator, water flows in a
countercurrent path to the compressor discharge air in a mass transfer tower. Such equipment is often
used in the chemical processing industries. The saturated air is preheated in a turbine exhaust heat
recuperator. This cycle is called the humid air turbine, or HAT, cycle. The HAT cycle is particularly useful
in using the low-temperature heat generated in coal-gasification-fueled gas turbine power plants. As the
mass flow through the turbine is significantly augmented, engineers can no longer use the expansion
turbine which was matched to the compressor in a conventional simple cycle gas turbine.

Figure 9.8 shows performance maps for the gas turbine cycles of major interest for a turbine inlet
temperature typical of new products. Intercooling increases the specific power appreciably when
compared with a simple cycle; however, such improvement requires an increase in pressure ratio.
Recuperated cycles have considerably higher efficiency than similar cycles without recuperation.
The effect of pressure ratio on the performance of recuperated cycles is opposite to that of similar
cycles without recuperation. For recuperated cycles, the pressure ratio for maximum efficiency is
considerably lower than for maximum specific power. Performance maps such as these are used in
screening cycle alternatives for improved performance. Individual curves are generated for specific
component performance values for use as a guide in developing new or improved machines.

9.8 Upper Temperature Limit

Classically, gas turbine engineers often spoke of a metallurgical limit in reference to maximum turbine
inlet temperature. Later, turbine vane and blade cooling became standard on large machines. This
situation creates a temperature difference between the combustion products flowing through the turbine
and the turbine blade wall. Thus, because heat can be removed from the blades, the turbine can be
operated with a combustion gas temperature higher than the metallurgical limit of the blade material.
As a rule, the blades and vanes in new large gas turbines contain complex internal passages, through
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which up to 20% of compressor discharge air is directed. The cooling air first flows through internal
convective cooling passages, then through impingement passages, where the air is directed at the blade
and vane walls, and finally through small holes in the blade, where it is used to provide a low-temperature
film over the blade surface. This film cooling of the surface reduces heat transfer to the blade.

The design of blade and vane cooling passages is an extremely competitive endeavor because greater
cooling enables use of higher combustion temperatures without exceeding the metallurgical limit of the
blade material. However, a balance between air flow for cooling and air flow for power must be achieved;
the cooling air flowing within a blade drops in pressure without producing any power within that stage
(although it is available for power in later stages). In the newest gas turbines, blade cooling, the difference
between turbine inlet gas temperature and blade metal temperature, is around 1000°E.

Some of the latest large gas turbines being introduced to the market in the 2005 period are being
offered for combined cycle application with closed-circuit steam cooling of selected hot section parts.
Steam cooling reduces the need for air cooling, so that more of the compressor discharge air can be used
for NO, reduction in the combustor and for power generation. The heat transferred to the steam
increases the efficiency of the bottoming cycle. The additional combustion products which flow through
the high-pressure portions of the turbine generate substantially more power, thereby increasing both the
power output and the efficiency of the machine. With more air for combustion, the fuel can be burned as
a leaner mixture, with either less NO, produced, or, as is preferred, with higher-temperature gases going
to the turbine and the same NO, (or a combination of these benefits).

9.9 Materials

The high-technology parts of a gas turbine are its hot section parts: blades, vanes, combustors and
transition pieces. Gas turbine power, efficiency, and economics increase with the temperature of the gas
flowing through the turbine blade passages. It is in the fabrication of these hot section parts that
manufacturers are most competitive. Materials are selected to survive in serviceable condition for over
50,000 h and associated numbers of thermal cycles. Ceramic coatings protect materials from oxidation
and corrosion and provide thermal insulation, permitting higher gas temperatures.

Gas turbine alloys are frequently referred to as superalloys because of their extremely high strength at
high temperatures. These superalloys are nickel based (such as IN 738), cobalt based (such as FSX-414),
or with a nickel-iron base such as Inconel 718. Nickel resists oxidation and is creep resistant, but is subject
to corrosive sulfidation. Alloy and manufacturing advancements have been led by the needs of military
aircraft engines. Coating developments for corrosion resistance have been led by the needs of stationary
power for overhaul intervals as large as 50,000 h. The developmental needs of automotive gas turbines
have led to significant advances in strength and reliability of high-temperature ceramic components,
including radial inflow turbines. Ceramic materials, principally silicon nitride, are of interest to the
developer of service soon in small gas turbines.

9.10 Combustion

Gas turbine combustors appear to be simple in design, yet they solve several difficult engineering
challenges. Until relatively recently, gas turbine combustors employed a (turbulent) diffusion flame
design approach, which created the most compact flame. European heavy-duty gas turbine manufac-
turers—with substantial interest in burning heavy fuel oils—preferred large, off-engine combustors,
often called silo combustors because of their appearance, in order to obtain lower flame velocities and
longer residence times. American heavy-duty gas turbine manufacturers use compact on-engine
combustors and design for gaseous and clean (distillate) liquid fuels. Aeropropulsion gas turbines
require the smallest possible frontal area and use only clean liquid fuels; hence, they use
on-engine combustors.
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Recently, stationary engines have been required to reduce NO, emissions to the greatest extent
possible, and combustors on stationary gas turbines first modified their diffusion flame combustors and
employed water and steam injection to quench flame hot spots. Most recently, designs changed to
the lean-premixed process. With the improved blade cooling, materials, and coatings now in use, the
material limits on turbine inlet temperature and the NO, emission limits on combustor temperature
appear to be converging on a combustion-temperature asymptote around 2700°F (1482°C). This may be
increased if catalytic combustors prove practical.

9.11 Mechanical Product Features

In view of the need to achieve all the performance features described above, one must keep in mind that a
gas turbine is a high-speed dynamic machine with numerous machine design, materials, and fabrication
features to consider. Major issues include the following: critical shaft speed considerations, bearing
rotational stability, rotor balancing, thrust bearing design, bearing power loss, oil lubrication system, oil
selection, air filter design and minimization of inlet and exhaust diffuser pressure drops, instrumenta-
tion, controls, diagnostic systems, scheduled service and inspection, overhaul, and repair. All of these
topics must be addressed to produce a cost-effective, reliable, long-lived, practical gas turbine product
that will satisfy users while also returning to investors sufficient profit for them to continue to offer better
power generation products of still higher performance.

Defining Terms

Adiabatic saturator: A combined heat-and-mass-exchanger whereby a hot gas and a volatile liquid pass
through a series of passages such that the liquid is heated and evaporates into the gas stream.
Combined cycle: An arrangement of a gas turbine and a stream turbine whereby the heat in the exhaust
from the gas turbine is used to generate steam in a heat recovery boiler which then flows through a

steam turbine, thereby generating additional power from the gas turbine fuel.

Combustion efficiency: Ratio of rate of heat delivered in a device which burns fuel to the rate of energy
supplied in the fuel.

Expansion process: Process of power generation whereby a gas passes through a machine while going
from a condition of high pressure to one of low pressure, usually the machine produces power.
Gas turbine or engine efficiency: The ratio of the net power delivered (turboexpander power minus
compressor and auxiliary power) to the rate of energy supplied to the gas turbine or engine in the

form of fuel, or, in certain cases such as solar power, heat.

Humid air turbine: A gas turbine in which the flow through the expander is augmented by large
amounts of steam generated by use of an adiabatic saturator.

Intercooler: A heat exchanger used to cool the flow between sections of a compressor such that the high
pressure section acts on a stream of reduced volumetric flow rate, thereby requiring less overall
power to compress the stream to the final pressure.

Recuperator: A heat exchanger in which the hot and cold streams pass on opposite sides of a wall
through which heat is conducted.

Regenerator: A heat exchanger in which the hot and cold streams alternately heat and cool a wall whose
temperature rises and falls, thereby transferring heat between the streams.

Steam cooling: A process in which steam is used as the heat transfer fluid to cool a hot component.

Steam-injected gas turbine: A system in which the gas turbine flow is augmented by steam, thereby
generating additional power.

Turbine efficiency: Ratio of the power delivered in an expansion process employing a turbine as the
expander to the maximum power which could be produced by expanding the gas in a reversible
adiabatic (isentropic) process from its initial pressure and temperature to its final pressure to the
actual power.
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Appendix

Equations for gas turine calculations based on the use of a perfect gas as the working fluid.

Perfect gas law pv=RT
Gas constant R=R/molecular weight
For air (molecule weight of 28.97) R=286.96 ]J/kg K
=0.06855 Btu/lb,, °R
=53.32 ft Ibglb,, °R
Universal gas constant R=8313 J/kg mol K
=1.986 Btu/Ib mol °R
=1545 ft Ib¢lb mol °R
Relationships of properties p=c6+R
Isentropic exponet y=cplcy (air, y=1.4)
(y—1)/y=Ric,
Isentropic process pv“’ =constant
P,/Py=(T,/T,)" "~
Prolytropic process pv"=constant
Po/P, = (T,/T;)" "~V
Pressure ratio r=P,/P,
Ratio of stagnation T° and p° to static Tand p TT= 1+ ’YTlMZ
o I(y—1
P <1+,Y—_1M2)"/(v )
p 2
Match number M=V/\/g.YRT
Gravitational constant gc=ma/F
Subscripts t=turbine
C= compressor
f=fuel
i=inlet
e=-exit
Cycle efficiency: 1in, A, — rin. A
where HV =heating value of fuel. eV
For specific heat independent of temperature and small mass flow of fuel in
comparison to air: AT, —AT.
T AT,

Isentropic efficiency (finite pressure ratio):
n.=AT actual/AT isentropic

_1-TJT;

CT ] — iy

or 1— r(nfl)/vx

L=y

and b=

1= AT isentropic/AT actual

A

o e =TT —1

Ay

Me= b _ 1
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Polytropic efficiency (differential pressure ratio): (n—1)n
=

(y—Dry

and _(r=Dly
T = 1)/n

Relationships between isentropic and polytropic efficiencies: 1y
T —1

Mse = rOr=Dmpe — 1
1 — Fr=Dirmpe

M5t = 1 =iy
In 7~
Mpe = In [7(1:‘/?_1 + 1]

s

_ In[1—n, (1 —r7D)]
Mpe = In Dl
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10.1 Introduction

This section discusses the two most common reciprocating internal combustion (IC) engine types in
current use: the spark ignition (SI) and the compression ignition (CI or diesel) engines. The Stirling
engine (technically, an external combustion engine) and the gas turbine engine are covered in other
sections of this chapter. Space limitations do not permit detailed coverage of the very broad field of IC
engines. For a more detailed treatment of SI and CI engines and for information on variations, such as
the Wankel rotary engine and the Miller cycle engine (a variation on the reciprocating four-stroke SI
engine introduced in production by Mazda in 1993), several excellent textbooks on the subject, technical
papers, and other sources are included in the list of references and the section on further information.

Basic SI and CI engines have not fundamentally changed since the early 1900s with the possible
exception of the introduction of the Wankel rotary SI engine in the 1960s (Norbye 1971). However, major
advances in the areas of materials, manufacturing processes, electronic controls, and computer-aided
design have led to significant improvements in dependability, longevity, thermal efficiency, and emissions

10-1
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10-2 Energy Conversion

during the past decade. Electronic controls, in particular, have played a major role in efficiency gains in SI
automotive engines through improved control of the fuel injection and ignition systems that control the
combustion process. Electronic control of diesel fuel injection systems is also now quite common and is
producing improvements in diesel emissions and fuel economy.

This section presents the fundamental theoretical background of IC engine function and performance,
including four-stroke and two-stroke SI and CI engines. Sections on combustion, emissions, fuels, and
intake pressurization (turbocharging and supercharging) are also included.

10.2 Engine Types and Basic Operation

IC engines may be classified by a wide variety of characteristics; the primary ones are SI vs. CI; four stroke
vs. two stroke; and reciprocating vs. rotary. Other possible categories of classification include intake
type (naturally aspirated vs. turbocharged or supercharged); number of cylinders; cylinder arrangement
(in-line, vee, opposed); cooling method (air vs. water); fueling system (injected vs. carbureted); valve
gear arrangement (overhead cam vs. pushrod); type of scavenging for two-stroke engines (cross, loop, or
uniflow); and type of injection for diesel engines (direct vs. indirect).

10.2.1 Four-Stroke SI Engine

Figure 10.1 is a cross-section schematic of a four-stroke SI engine. The SI engine relies on a spark plug to
ignite a volatile air—fuel mixture as the piston approaches top dead center (TDC) on the compression
stroke. This mixture may be supplied from a carburetor, a single throttle-body fuel injector, or by
individual fuel injectors mounted above the intake port of each cylinder. One combustion cycle involves
two revolutions of the crankshaft and thus four strokes of the piston, referred to as the intake,
compression, power, and exhaust strokes. Intake and exhaust valves control the flow of mixture and
exhaust gases into and out of the cylinder, and an ignition system supplies a spark-inducing high voltage
to the spark plug at the proper time in the cycle to initiate combustion.

On the intake stroke, the intake valve opens and the descending piston draws a fresh combustible
charge into the cylinder. During the compression stroke, the intake valve closes and the fuel—air mixture

Spark plug
Inlet valve  —
Inlet port [

Exhaust

valve
I* — Exhaust

port
Piston

Connecting rod
Crank shaft

Power Exhaust

FIGURE 10.1 Schematic diagram of four-stroke SI engine.
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is compressed by the upward piston movement. The mixture is ignited by the spark plug, typically before
TDC. The rapid, premixed, homogeneous combustion process causes a sharp increase in cylinder
temperature and pressure that forces the piston down for the power stroke. Near bottom dead center
(BDC), the exhaust valve opens and the cylinder pressure drops rapidly to near atmospheric. The piston
then returns to TDC, expelling the exhaust products. At TDC, the exhaust valve closes and the intake
valve opens to repeat the cycle again. Figure 10.2 is a cutaway drawing of a modern high-performance
automotive SI engine. This is a fuel-injected normally aspirated aluminum alloy V-8 engine of 3.9 L
displacement with dual overhead cams for each cylinder bank and four valves per cylinder. Peak power
output is 188 kW at 6100 rpm and peak torque is 354 N-m at 4300 rpm.

10.2.2 Two-Stroke SI Engine

The two-stroke SI engine completes a combustion cycle for every revolution of the crankshaft by
essentially overlapping the power and exhaust functions in one downward stroke and the intake and
compression processes in one upward stroke. A single-cylinder, crankcase-scavenged, two-stroke SI
engine is illustrated schematically in Figure 10.3. The operation is as follows.

On the upward stroke, the piston first covers the transfer port and then the exhaust port. Beyond this
point, the fresh charge is compressed and ignited near TDC. During the upward stroke, the negative
pressure created in the crankcase below the piston draws in a fresh charge of fuel-air mixture through a one-
way valve. On the downward power stroke, the mixture in the crankcase is pressurized. The piston uncovers
the exhaust port and the high-pressure exhaust gases exit. Near BDC, the transfer port is uncovered

FIGURE 10.2 Ford 4.6-L aluminum V-8 SI engine. (Courtesy of Ford Motor Company.)
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FIGURE 10.3 Schematic drawing of two-stroke SI engine.

and the pressurized mixture flows from the crankcase into the cylinder and the cycle repeats. Because the
crankcase is part of the induction system, it does not contain oil, and lubrication is accomplished by mixing
oil with the fuel. With the cross-flow scavenging configuration illustrated in Figure 10.3, there will be a
certain degree of mixing of the fresh charge with the combustion products remaining in the cylinder and
some loss of fresh charge out the exhaust port.

Because two-stroke engines produce twice the power impulses of four-stroke engines for the same rpm,
a two-stroke engine has a higher power density and is thus smaller and lighter than a four-stroke engine
of equal output. The disadvantages of the two-stroke engine have historically been lower fuel efficiency
and higher exhaust emissions because of overlapping intake and exhaust processes and the loss of some
fresh intake mixture with the exhaust products. For this reason, two-stroke SI engines have largely been
confined to small-displacement applications, such as small motorcycles, outboard marine engines, and
small equipment. Several manufacturers have addressed these shortcomings in recent years and have
achieved significant improvements in two-stroke engine fuel economy and emissions (Blair 1988).

The orbital combustion process (OCP), as illustrated in Figure 10.4, applies air-assisted direct injection
of the fuel into the cylinder of a two-stroke engine and, in conjunction with a high turbulence
combustion chamber design, achieves very favorable fuel economy and significantly reduced levels of
hydrocarbon emissions. This system, in use today on single-cylinder scooters and on 2-, 3-, and 6-cylinder
marine two-stroke engine applications, is also applicable to four-stroke engines.

10.2.3 Compression Ignition Engine

The basic valve and piston motions are the same for the CI, or diesel, engine as discussed earlier for the
SI engine. The CI engine relies on the high temperature and pressure of the cylinder air resulting from
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FIGURE 10.4 Orbital OCP combustion system. (Courtesy of Orbital Engine Company.)

the compression process to cause autoignition of the fuel, which is injected directly into the combustion
chamber of direct injection (DI) engines or into the prechamber of indirect injection (IDI) engines,
when the piston approaches TDC on the compression stroke. Compression ratios are typically much
higher for CI than for SI engines to achieve the high air temperatures required for autoignition, and the
fuels used must have favorable autoignition qualities.

The time period between the start of fuel injection and the occurrence of autoignition is called the
ignition delay period. Long ignition delay periods allow more time for fuel vaporization and fuel—-air
mixing and result in objectionable diesel knock when this larger premixed charge autoignites.
Combustion chambers and fuel injection systems must be designed to avoid extended ignition delay
periods. Diesel engines may be classified as DI or IDI. In DI engines, the combustion chamber consists of
a bowl formed in the top of the piston; the fuel is injected into this volume. The injector tip generally has
from four to eight holes to form multiple spray cones.

Two variations are illustrated in Figure 10.5. The quiescent chamber engine utilizes a large-diameter
shallow bowl shape that produces low swirl and low turbulence of the air during compression. Fuel is
injected at high pressure through a multihole nozzle; mixing of the fuel and air relies primarily on the
energy of the injected fuel to cause air entrainment in the spray cone and diffusion of vaporized fuel into
the air. This system is suited to large slow-speed engines that are operated with significant excess air.

The toroidal bowl combustion chamber is used in conjunction with intake ports and/or valve shrouds
designed to produce air swirl to enhance fuel—air mixing. The swirl ratio is defined by swirl ratio = swirl
speed (rpm)/engine speed (rpm). The swirl velocity component is normal to the fuel spray direction and
tends to promote mixing in the regions between the individual spray cones. This system makes better use
of the available air and is utilized extensively in moderate-speed engines such as over-the-road truck
engines. DI does not lend well to high-speed operation because less time is available for proper mixing
and combustion. Diesel engines for passenger car applications are generally designed for higher speed
operation to produce higher specific output. They typically utilize IDI combustion systems, two of which
are illustrated in Figure 10.6.

IDI systems make use of small prechambers incorporated in the cylinder head to promote rapid
mixing of fuel and air and shorten the ignition delay period. Swirl chambers are designed to produce
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Quiescent bowl Toroidal bowl

FIGURE 10.5 Examples of DI diesel combustion chamber design.

a strong vortex in the prechamber during compression. The fuel is sprayed into the chamber through a
single-hole nozzle and the high vorticity promotes rapid mixing and short ignition delay periods.
Precombustion chambers do not attempt to generate an orderly vortex motion within the chamber;
instead, to promote mixing, they rely on a high level of turbulence created by the rush of air into the
chamber during compression. Both types of prechambers generally include a lining of low-conductivity
material (ceramic) to increase the surface temperature to promote fuel evaporation. Prechambers can be
used in small-displacement diesel engines to achieve operating speeds up to 5000 rpm.

Disadvantages of the IDI system include poor cold-start characteristics due to high heat-transfer rates
from the compressed air to the chamber wall that result from the high velocities and turbulence levels in
the chamber. Glow plugs are often installed in each prechamber to heat the air to improve cold starting.
Higher compression ratios are also used for IDI engines to improve cold starting. The compression ratios,
typically 18—24, are higher than the optimum for fuel efficiency (due to decreased mechanical efficiency
resulting from higher friction forces), and IDI engines are typically less efficient than larger, slower, DI
engines. The use of IDI is generally restricted to high-speed automotive engines, with displacements in

Swirl chamber Pre combustion chamber

FIGURE 10.6 Two examples of IDI combustion chambers.
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the range of 0.3-0.8 L per cylinder, and some degree of fuel economy is sacrificed in the interest of
improved driveability.

CI engines are produced in two-stroke and four-stroke versions. Because the fuel is injected directly
into the combustion chamber of CI engines just prior to TDC, two-stroke CI engines do not suffer the
same emission and efficiency shortcomings as do older crankcase-scavenged two-stroke SI engines. Thus,
they are available in much larger displacements for high-power-requirement applications such as
locomotive and ship propulsion and electric power generation systems. Two-stroke CI engines are
generally of the DI type because the use of IDI in a two-stroke engine would lead to aggravated cold-start
problems due to lower compression ratios.

10.3 Air Standard Power Cycles

The actual operation of IC engines is idealized at a very basic level by the air standard power cycles
(ideal thermodynamic models for converting heat into work on a continuous basis). The following
simplifying assumptions are common to the air standard cycles: (1) the working substance is air, (2) the
air is assumed to behave as an ideal gas with constant specific heats, (3) heat is added to the cycle from
an external source, and (4) expansion and compression processes not involving heat transfer occur
isentropically. The air standard cycles, while grossly oversimplified in terms of the complex processes
occurring within actual engines, are nevertheless useful in understanding some fundamental principles
of SI and CI engines. The simplified models also lend insight into important design parameters,
e.g., compression ratio, that govern theoretical maximum cycle thermal efficiencies.

10.3.1 Constant-Volume Heat Addition—Ideal Otto Cycle

The theory of operation of the SI engine is idealized by the Otto cycle, which assumes that heat is added
to the system at constant volume. Constant-volume heat addition is approximated in the SI engine by
virtue of the combustion process taking place rapidly when the piston is near TDC. A P-V diagram for
the Otto cycle is illustrated in Figure 10.7. The cycle consists of the following processes: 1 — 2 isentropic
compression; 2—3 constant-volume heat addition; 3—4 isentropic expansion; and 4—1
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FIGURE 10.7 Schematic pressure—volume diagram for the ideal Otto cycle.
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constant-volume heat rejection. The constant-volume heat rejection process is approximated in SI
engines by the exhaust valve opening near BDC and the rapid blow-down of exhaust gases.
Thermal efficiency for a power cycle is defined as the ratio of work output to heat input per cycle,

W,
n= (10.1)
Qin

For the Otto cycle, the basic efficiency expression can be manipulated into the form

where v is the ratio of specific heats (y=C,/C,) and r is the compression ratio, or ratio of the maximum
to minimum cycle volumes (r="V;/V,).

In actual IC engines, the minimum cycle volume is referred to as the clearance volume and the
maximum cycle volume is the cylinder volume. The ideal Otto cycle efficiency for air, with y=1.4,
is shown plotted in Figure 10.8. The theoretical efficiency of the constant volume heat addition cycle
increases rapidly with compression ratio, up to about r=38. Further increases in compression ratio
bring moderate gains in efficiency. Compression ratios in practical SI engines are limited because of
autoignition (knock) and high NO, emission problems that accompany high compression ratios.
Production SI automotive engines typically have compression ratios in the range of 8-10, whereas
high-performance normally aspirated racing engines may have compression ratios as high as 14, but
require the use of special fuels to avoid autoignition.

10.3.2 Constant-Pressure Heat Addition—Ideal Diesel Cycle

The air standard diesel cycle is the idealized cycle underlying the operation of CI or diesel engines. The
diesel cycle, illustrated by the P-V diagram in Figure 10.9, consists of the following processes: 1 —2
isentropic compression from the maximum to the minimum cycle volume; 2 — 3 constant-pressure heat
addition during an accompanying increase in volume to V3; 3 — 4 isentropic expansion to the maximum
cycle volume; and 4 — 1 constant-volume heat rejection.

Actual diesel engines approximate constant-volume heat addition by injecting fuel for a finite
duration that continues to burn and release heat at a rate that tends to maintain the pressure in the
cylinder over a period of time during the expansion stroke. The efficiency of the ideal diesel cycle is given by
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FIGURE 10.8 Efficiency of the ideal Otto cycle.
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FIGURE 10.9 Schematic pressure—volume diagram of ideal diesel cycle.
1 rd—1
n=l——7|—— (10.3)
v =1

The efficiency of the ideal diesel cycle depends not only on the compression ratio, r, but also on the cut-
off ratio, r.=V3/V,, the ratio of the volume when heat addition ends to the volume when it begins.
Equation 10.3 is shown plotted in Figure 10.10 for several values of r. and for y=1.4. An r. value of 1 is
equivalent to constant-volume heat addition—i.e., the Otto cycle. The efficiency of the ideal Diesel cycle is
less than the efficiency of the ideal Otto cycle for any given compression ratio and any value of the cut-off
ratio greater than 1. The fact that CI engines, by design, operate at much higher compression ratios than SI
engines (generally between 12 and 24) accounts for their typically higher operating efficiencies relative to
SI engines.
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FIGURE 10.10 Efficiency of the ideal diesel cycle.
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FIGURE 10.11 Schematic indicator diagram.

10.4 Actual Cycles

IC engines do not operate on closed thermodynamic cycles, such as the air standard power cycles, but
rather on open mechanical cycles; heat addition occurs neither at constant volume nor at constant
pressure. Figure 10.11 is a schematic representation of an indicator diagram (pressure—volume history)
of a four-stroke IC engine; it could be SI or CI. The pressure changes during the intake and exhaust
strokes are exaggerated in the diagram. The indicated work performed per cycle can be calculated by
taking the integral of PdV for the complete cycle. The indicated mean effective pressure, imep, is
defined as the ratio of the net indicated work output to the displacement volume:

} indicated work output per cycle
imep = . (10.4)
displacement volume

The shaded area in Figure 10.11 thus represents the net indicated work output per cycle. During the
intake and exhaust processes of a normally aspirated engine, the negative work performed represents
pumping losses and acts to decrease the net work output of the engine. The magnitude of the pumping
losses depends on the flow characteristics of the intake and exhaust systems, including the valves, ports,
manifolds, piping, mufflers, etc. The more restrictive these passages are, the higher the pumping losses
will be.

SI engines control power output by throttling the intake air. Thus, under partial-load conditions, the
pressure drop resulting from the air throttling represents a significant increase in pumping loss with a
corresponding decrease in operating efficiency. SI engines are therefore less efficient at partial-load
operation than at full load. The power level of CI engines, on the other hand, is controlled by varying the
amount of fuel injected, as opposed to throttling the intake air, making them significantly more efficient
than SI engines under partial-load conditions.
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Brake work (or power) is the actual work (or power) produced at the output shaft of an engine, as
measured by a dynamometer. The brake work will be less than the indicated work due to friction losses
and any parasitic power requirements for oil pumps, water pumps, etc. The brake mean effective
pressure, bmep, is defined as

brake work output per cycle

b = 10.5
mep displacement volume (10.5)

The mechanical efficiency can then be defined as
- brake work (power) ~ bmep (10.6)

~ indicated work (power)  imep

Engine thermal efficiency can be determined from the ratio of power output to rate of fuel energy
input, or

__ Power
mec

UK (10.7)

where mi; is the rate of fuel consumption per unit time and Q. is the heat of combustion per unit mass of
fuel. The thermal efficiency in Equation 10.7 could be indicated or brake depending on the nature of the
power used in the calculation. Uncertainty associated with variations of energy content of fuels may
present a practical difficulty with determining engine thermal efficiency. In lieu of thermal efficiency,
brake-specific fuel consumption (bsfc) is often used as an efficiency index.

__ tuel consumption rate (kg/h)

£
bsfe brake power (kW)

(10.8)

The efficiency of engines operating on the same fuel may be directly compared by their bsfc.
Volumetric efficiency, 7,, is an important performance parameter for four-stroke engines defined as

m
n, = actual ( 109)
mq

where 11,4, is the mass of intake mixture per cycle and my is the mass of mixture contained in the
displacement volume at inlet conditions (pressure and temperature near the inlet port).

For SI engines, the mixture mass includes air and fuel; for CI engines only air is present during intake.
With the intake mixture density determined at inlet conditions, 7, accounts for pressure losses and
charge heating associated with the intake ports, valves, and cylinder. Sometimes, for convenience, the
mixture density is taken at ambient conditions. In this case, 7, is called the overall volumetric efficiency
and includes the flow performance of the entire intake system.

Because a certain minimum amount of air is required for complete combustion of a given amount of
fuel, it follows that the maximum power output of an engine is directly proportional to its air-flow
capacity. Therefore, although not affecting the thermal efficiency of the engine in any way, the volumetric
efficiency directly affects the maximum power output for a given displacement and thus can affect the
efficiency of the overall system in which the engine is installed because of the effect on system size and
weight. Volumetric efficiency is affected primarily by intake and exhaust valve geometry; valve lift and
timing; intake port and manifold design; mixing of intake charge with residual exhaust gases; engine
speed; ratio of inlet pressure to exhaust back pressure; and heat transfer to the intake mixture from
warmer flow passages and combustion chamber surfaces. For further information on the fundamentals
of IC engine design and operation, see Taylor (1985), Heywood (1988), Stone (1993), and Ferguson and
Kirkpatrick (2001).
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10.5 Combustion in IC Engines

10.5.1 Combustion in Spark Ignition Engines

Background. In SI engines, combustion of the fuel-air mixture is initiated by a spark generated between
the electrodes of a spark plug. The intake and compression strokes are designed to prepare the mixture
for combustion by completely vaporizing the fuel and heating the mixture to just below its autoignition
temperature. This is one reason, in addition to controlling emissions, for the current practice of limiting
the maximum compression ratio of nonracing SI engines to about 10:1. Near the end of compression, the
mixture is well conditioned for combustion and the spark is discharged to initiate the combustion
process. For best fuel economy, the combustion process must be completed as close as possible to TDC.
This requires that the spark timing be controlled for varying operating speed and load conditions of the
engine. Fuel metering and control, according to the engine load requirements and with minimum
variation from cylinder to cylinder and cycle to cycle, are essential for good fuel economy, power output,
and emission control of the engine.

Carburetors and fuel injection systems are used for fuel-metering control. Because of the superior
control capabilities of fuel injection systems, they are nearly universally used today in production
automotive applications. Carburetors are used for applications with less-stringent emission require-
ments, e.g., small engines for lawn and garden equipment.

Figure 10.12 illustrates the effect of fuel-air ratio on the indicated performance of an SI engine. The
equivalence ratio (¢) is defined by the ratio fuel-air, a1/ fuel-airgoichiometric- Rich mixtures have fuel—air
ratios greater than stoichiometric (¢ > 1) and lean mixtures have fuel—air ratios less than stoichiometric
(¢<1). Optimum fuel economy, coinciding with maximum thermal efficiency, is obtained at part
throttle with a lean mixture as a result of the fact that the heat release from lean mixtures suffers minimal
losses from dissociation and variation of specific heat effects when compared with stoichiometric and
rich fuel-air ratios.

Maximum power is obtained at full throttle with a slightly rich mixture—an indication of the full
utilization of the air within the cylinders. Idling with a nearly closed throttle requires a rich mixture due
to the high percentage of residual exhaust gas that remains in the cylinders. The fuel-air mixture
requirement under transient operation, such as acceleration, requires a rich mixture to compensate for
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FIGURE 10.12 Effect of fuel-air mixture on indicated performance of an SI engine.
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the reduced evaporation caused by the sudden opening of the throttle. Cold starting also requires a rich
mixture to ensure the vaporization of sufficient amounts of the highly volatile components in the fuel to
achieve proper ignition.

Normal Combustion Process. The combustion processes in SI engines can be divided into two
categories: normal and abnormal. The normal combustion process occurs in three stages: initiation of
combustion; flame propagation; and termination of combustion. Combustion normally starts within the
spark plug gap when the spark is discharged. The fuel molecules in and around the spark discharge zone
are ignited and a small amount of energy is released. The important criterion for the initial reaction to be
self-sustaining is that the rate of heat release from the initial combustion be larger than the rate of heat
transfer to the surroundings. The factors that play an important role in making the initial reaction self-
sustaining, and thereby establishing a flame kernel, are the ignition energy level; the spark plug gap; the
fuel—air ratio; the initial turbulence; and the condition of the spark plug electrodes.

After a flame kernel is established, a thin spherical flame front advances from the spark plug region
progressively into the unburned mixture zone. Flame propagation is supported and accelerated by two
processes. First, the combined effect of the heat transfer from the high-temperature flame region and the
migration of active radicals from the flame front into the adjacent unburned zone raise the temperature
and accelerate the reactivity of the unburned mixture region directly ahead of the flame front. This helps
to condition and prepare this zone for combustion.

Second, the increase in the temperature and pressure of the burned gases behind the flame front will
cause it to expand and progressively create thermal compression of the remaining unburned mixture
ahead of the flame front. The flame speed will be slow at the start of combustion, then reach a maximum
at about half the flame travel, and finally decrease near the end of combustion. Overall, the flame speed is
strongly influenced by the level of turbulence in the combustion chamber; the shape of the combustion
chamber; the mixture strength; the type of fuel; and the engine speed.

When the flame front approaches the walls of the combustion chamber, the high rate of heat transfer to
the walls slows down the flame propagation and, finally, the combustion process terminates close to the
walls because of surface quenching. This leaves a thin layer of unburned fuel close to the combustion
chamber walls that shows up in the exhaust as unburned hydrocarbons.

Abnormal Combustion. Abnormal combustion may occur in SI engines associated with two
combustion phenomena: knock and surface ignition. Knock occurs near the end of the combustion
process if the end portion of the unburned mixture, which is progressively subjected to thermal
compression and seeding by active radicals, autoignites prematurely before the flame front reaches it. As a
result of the sudden energy release, a violent pressure wave propagates back and forth across the
combustion chamber, causing the walls or other parts of the engine to vibrate, producing a sharp metallic
noise called knock. If knock persists for a period of time, the high rate of heat transfer caused by the
traveling high pressure and temperature wave may overheat the spark plug electrode or ignite carbon
deposits that may be present in the combustion chamber, causing uncontrolled combustion and surface
ignition. As a result, loss of power and serious engine damage may occur.

Knock is sensitive to factors that increase the temperature and pressure of the end portion of
the unburned mixture, as well as to fuel composition and other time factors. Factors that increase the
probability of knock include: (1) increasing the temperature of the mixture by increasing the charge
intake temperature, increasing the compression ratio, or turbo/supercharging; (2) increasing the density
of the mixture by turbo/supercharging or increasing the load; (3) advancing the spark timing; (4)
increasing the time of exposure of the end portion of the unburned mixture to autoignition conditions by
increasing the length of flame travel or decreasing the engine speed and turbulence; and (5) using low-
octane fuel and/or maximum power fuel-air ratios.

Other engine design factors that affect knock in SI engines include the shape of the combustion
chamber and the location of the spark plug and inlet and exhaust valves relative to the location of the end
portion of the unburned mixture. Modern computerized engine management systems that incorporate a
knock sensor can automatically retard the ignition timing at the onset of knock, greatly reducing the
possibility of engine damage due to knock.
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Surface ignition is the ignition of the unburned mixture by any source in the combustion chamber
other than the normal spark. Such sources could include overheated exhaust valves or spark plug
electrodes, glowing carbon deposits, or other hot spots. Surface ignition will create secondary flame
fronts, which cause high rates of pressure rise resulting in a low-pitched, thudding noise accompanied by
engine roughness. Severe surface ignition, especially when it occurs before spark ignition, may cause
serious structural and/or component damage to the engine.

10.5.2 Combustion in Compression Ignition Engines

Unlike the SI engine, in which the charge is prepared for combustion as a homogeneous mixture during the
intake and compression strokes, fuel preparation for combustion in CI engines occurs in a very short
period of time called the ignition delay period, which lasts from the beginning of fuel injection until the
moment of autoignition. During this period, the fuel injected into the high-temperature air near the end of
the compression stroke undergoes two phases of transformation. A physical delay period, during which the
fuel is vaporized, mixed with the air, and raised in temperature, is followed by a chemical delay period
during which fuel cracking and decomposition occur; this leads to autoignition and combustion of the fuel.

The combustion process is heterogeneous and involves two modes, usually identified as premixed
combustion and diffusion combustion. Premixed combustion occurs early in the process when the fuel that
has evaporated and mixed with air during the ignition delay period autoignites. This mode is characterized
by uncontrolled combustion and is the source of combustion noise because it is accompanied by a high rate
of heat release, which produces a high rate of pressure rise. When the premixed fuel—air mixture is depleted,
diffusion combustion takes over, characterized by a lower rate of heat release and producing controlled
combustion during the remainder of the process. Figure 10.13 depicts the different stages of the
combustion process in CI engines.

The ignition delay period plays a key role in controlling the time duration of the two modes of
combustion. Prolonging the ignition delay, through engine design factors or variations in operating
conditions, will generate a larger portion of premixed fuel-air mixture and thus tend to increase the
premixed combustion mode duration and decrease the diffusion mode duration. This may lead to higher
peak cylinder pressure and temperature; this may improve thermal efficiency and reduce CO and unburned
hydrocarbon (UHC) emissions at the expense of increased emissions of oxides of nitrogen (NO,).

Large increases in the ignition delay period will cause high rates of pressure rise during premixed
combustion and may lead to objectionable diesel knock. Reducing the ignition delay period causes
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FIGURE 10.13 Combustion process in a CI engine.
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the premixed combustion duration to decrease while increasing the diffusion combustion duration.
A large reduction in ignition delay may lead to loss of power, decrease in thermal efficiency, and possible
deterioration of exhaust emissions. Several factors related to the fuel-air mixture temperature and
density, engine speed, combustion chamber turbulence, injection pressure, rate of injection, and fuel
composition influence the duration of the ignition delay period.

Knock in CI Engines. Because the combustion process in CI engines is triggered by autoignition of the
fuel injected during the ignition delay period, factors that prolong the ignition delay period will increase
the premixed combustion duration, causing very high rates of energy release and thus high rates of
pressure rise. As a result, diesel knock may occur. The phenomenon is similar to knock in SI engines
except that it occurs at the beginning of the combustion process rather than near the end, as observed in
SI combustion. Factors that reduce the ignition delay period will reduce the possibility of knock in diesel
engines. Among them are increasing the compression ratio; supercharging; increasing combustion
chamber turbulence; increasing injection pressure; and using high-cetane-number (CN) fuel. For a more
detailed discussion of the combustion process in IC engines, see Henein (1972), Lenz (1992), and Keating
(1993).

10.6 Exhaust Emissions

10.6.1 Harmful Constituents

The products of combustion from IC engines contain several constituents that are considered hazardous
to human health, including CO, UHCs NO,, and particulates (from diesel engines). These emission
products are discussed briefly next, followed by a description of the principal schemes for their reduction.

Carbon Monoxide. CO is a colorless, odorless, and tasteless gas that is highly toxic to humans.
Breathing air with a small volumetric concentration (0.3%) of CO in an enclosed space can cause death in
a short period of time. CO results from the incomplete combustion of hydrocarbon fuels. One of the
main sources of CO production in SI engines is the incomplete combustion of the rich fuel mixture that
is present during idling and maximum power steady-state conditions and during such transient
conditions as cold starting, warm-up, and acceleration. Fuel maldistribution, poor condition of the
ignition system, and slow CO reaction kinetics also contribute to increased CO production in SI engines.
CO production is not as significant in CI engines because these engines are always operated with
significant excess air.

Unburned Hydrocarbons. When UHCs combine with NO, (see following) in the presence of sunlight,
ozone and photochemical oxidants form that can adversely affect human health. Certain UHCs are also
considered to be carcinogenic. The principal cause of UHC in SI engines is incomplete combustion of the
fuel-air charge, resulting in part from flame quenching of the combustion process at the combustion
chamber walls and engine misfiring. Additional sources in four-stroke engines may include fuel mixture
trapped in crevices of the top ring land of the piston and outgassed fuel during the expansion (power)
stroke that was absorbed into the lubricating oil film during intake. In two-stroke SI engines, the
scavenging process often results in a portion of the fresh mixture exiting the exhaust port before it closes,
resulting in high UHC emissions.

The presence of UHC in CI engines is related to the heterogeneous nature of the fuel-air mixture.
Under certain conditions, fuel-air mixtures that lie outside the flammability limits at the lean and rich
extremes can exist in portions of the combustion chamber and escape combustion, thus contributing
significantly to UHC in the exhaust. Fuel injected near the end of the combustion process and fuel
remaining in the nozzle sac volume at the end of injection contribute to UHC emission in CI engines.
Engine variables that affect UHC emissions include the fuel—air ratio; intake air temperature; and cooling
water temperature.

Oxides of Nitrogen. Nitric oxide (NO) is formed from the combination of nitrogen and oxygen present
in the intake air under the high-temperature conditions that result from the combustion process. As the
gas temperature drops during the expansion stroke, the reaction is frozen, and levels of NO persist in the
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exhaust products far in excess of the equilibrium level at the exhaust temperature. In the presence of
additional oxygen in the air, some NO transforms to nitrogen dioxide (NO,), a toxic gas.

The combined NO and NO, are referred to as oxides of nitrogen or NO,. The production of NO, is in
general aggravated by conditions that increase the peak combustion temperature. In SI engines, the most
important variables that affect NO, production are the air/fuel ratio; spark timing; intake air
temperature; and amount of residual combustion products remaining in the cylinder after exhaust. In
CI engines, ignition delay, which affects the degree of premixed combustion, plays a key role in NO,
formation. A larger premixed combustion fraction will produce higher combustion temperatures and
higher levels of NO,.

Particulates. Particulates are a troublesome constituent in the exhaust from CI engines. They are
defined by the U.S. Environmental Protection Agency (EPA) as any exhaust substance (other than water)
that can be trapped on a filter at temperatures of 325 K or below. Particulates trapped on a filter may be
classified as soot plus an organic fraction of hydrocarbons and their partial oxidation products. Soot
consists of agglomerates of solid uncombusted carbon particles. Particulates are of concern because their
small size permits inhalation and entrapment in the lung walls, making them potential lung carcinogens.

Soot is formed in CI engines under conditions of heavy load when the gas temperature is high and
the concentration of oxygen is low. Smoke production is affected by such parameters as fuel CN; rate of
fuel injection; inlet air temperature; and the presence of secondary injection.

10.6.2 Control of Emissions from IC Engines

Figure 10.14 depicts the relative concentrations of CO, NO,, and UHC in the exhaust products of an SI
engine as a function of the fuel-air mixture. Lean mixture combustion, which promotes good thermal
efficiency, also results in low UHC and CO production but causes high levels of NO, emission. Increasing
the fuel/air ratio to reduce NO, results in increased CO and UHC emission. Approaches to reduce total
emissions fall under two categories: (1) engine design and fuel modifications; and (2) treatment of
exhaust gases after they leave the engine.

In SI engines, the first approach focuses on addressing engine variables and design modifications,
which improve in-cylinder mixing and combustion in an effort to reduce CO and UHC emissions. To
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FIGURE 10.14 Emission levels from an SI engine vs. fuel-air mixture.
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reduce NO,, attention is focused on factors that reduce peak combustion temperature and reduce the
oxygen available in the flame front. Design and operating parameters implemented or modified for
decreased emissions include compression ratio reduction, increased coolant temperature, modification
of the combustion chamber shape to minimize surface-to-volume ratio and increase turbulence,
improvement of intake manifold design for better charge distribution, use of fuel injection instead of
carburetors for better mixture control, use of exhaust gas recirculation to reduce NO, by lowering
combustion temperatures, positive crankcase ventilation to reduce UHC, and increased aromatic content
in gasoline.

Engine modifications that have been implemented to reduce emissions from CI engines include
modifications to the combustion chamber shape to match the air swirl pattern and fuel spray pattern for
better mixing and complete combustion; use of exhaust gas recirculation to limit NO, production; use of
higher injection pressure for better atomization to reduce soot and UHC; and the use of precise injection
timing with electronic control.

In the second approach, several devices have been developed for after treatment of exhaust products. A
thermal reactor may be used to oxidize UHC and CO. These typically consist of a well-insulated volume
placed close to the exhaust manifold, with internal baffles to increase the gas residence time and an air
pump to supply fresh oxygen for the oxidation reactions. Thermal reactors are ineffective for NO,
reduction and thus have limited application.

Catalytic converters utilize a catalyst, typically a noble metal such as platinum, rhodium, or palladium,
deposited on a ceramic substrate to promote reactions at lower temperatures. Two types are in use:
oxidation converters and reduction converters. Oxidation catalytic converters use the excess air available
in lean mixtures (or supplied from an external air pump) to oxidize CO and UHC emissions. Reduction
catalytic converters operate with low levels of oxygen to cause reduction of NO,. Sometimes, dual
catalytic converters are employed to treat all three pollutants with a reducing converter, to reduce NO,,
placed upstream of an oxidation converter for treating CO and UHC. This arrangement requires that the
engine be operated with a rich mixture, which decreases fuel economy.

Three-way catalytic converters are a recent development that permits treatment of NO,, CO, and UHC
in a single device, thus reducing size and weight of the exhaust system. Proper operation of a three-
way catalyst requires very nearly stoichiometric combustion. If the combustion is too lean, NO, is not
adequately reduced, and if it is too rich, UHC and CO are not adequately oxidized. Within a narrow band
for equivalence ratio (from about 0.999 to 1.007), conversion efficiency is 80% or better for all three
pollutants (Kummer 1980). Maintaining engine operation within this narrow mixture band requires a
closed-loop fuel-metering system that utilizes an oxygen sensor placed in the exhaust system to monitor
excess oxygen and control the fuel injection to maintain near stoichiometric combustion.

Reduction catalytic converters cannot be used with CI engines to reduce NO, because they normally
run lean with significant amounts of excess oxygen in the exhaust. Thus, engine design factors must be
relied on to keep NO, as low as possible. Soot emission may be reduced by after treatment using a device
called a trap oxidizer. A trap oxidizer filters particulate matter from the exhaust stream and oxidizes it,
usually with the aid of a catalyst for reducing the oxidation temperature. These have been used on small,
high-speed automotive diesel engines, but their application to larger, slower speed engines is limited
because of the higher level of particulate production and the lower exhaust temperature. For additional
information on emissions, see Henein (1972), Obert (1973), and SAE Surface Vehicle Emissions Standards
Manual (1993).

10.7 Fuels for SI and CI Engines

10.7.1 Background

The primary distinguishing factor between SI and CI engines is the fundamental difference in the
combustion process. SI engines rely on homogeneous, spark-ignited, premixed combustion, while CI
engines are designed for heterogeneous combustion with an autoignited premixed combustion period
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followed by a diffusion combustion period. The differences in the combustion process call for quite
different qualities in the fuels to achieve optimum performance.

By far the most common fuel for SI engines is gasoline, although other fuels can be used in special
circumstances, including alcohol, natural gas, and propane. Even such low-grade fuels as wood gas and
coal gas have been used to fuel SI engines during wartime when conventional fuels were in short supply.
Diesel fuel is the predominant fuel for CI engines, but they too can be designed to operate on a variety of
other fuels, such as natural gas, bio-gas, and even coal slurries. This discussion is confined to gasoline and
diesel fuel, both of which are distilled from crude oil.

Crude oil is composed of several thousand different hydrocarbon compounds that, upon heating, are
vaporized at different temperatures. In the distillation process, different “fractions” of the original crude
are separated according to the temperatures at which they vaporize. The more volatile fraction, naphtha,
is followed in order of increasing temperature of vaporization by fractions called distillate, gas oil,
reduced crude, and residual oil. These fractions may be further subdivided into light, middle, and heavy
classifications. Light virgin naphtha can be used directly as gasoline, although it has relatively poor
antiknock quality. The heavier fractions can be chemically processed through coking and catalytic
cracking to produce additional gasoline. Diesel fuel is derived from the light to heavy virgin gas oil
fraction and from further chemical processing of reduced crude.

10.7.2 Gasoline

Gasoline fuels are mixtures of hydrocarbon compounds with boiling points in the range of 32°C-215°C.
The two most important properties of gasoline for SI engine performance are volatility and octane rating.
Adequate volatility is required to ensure complete vaporization, as required for homogeneous
combustion, and to avoid cold-start problems. If the volatility is too high, however, vapor locking in
the fuel delivery system may become a problem. Volatility may be specified by the distillation curve (the
distillation temperatures at which various percentages of the original sample have evaporated). Higher
volatility fuels will be characterized by lower temperatures for given fixed percentages of evaporated
sample or, conversely, by higher percentages evaporated at or below a given temperature. Producers
generally vary the volatility of gasoline to suit the season, increasing the volatility in winter to improve
cold-start characteristics and decreasing it in summer to reduce vapor locking.

The octane rating of a fuel is a measure of its resistance to autoignition or knocking; higher octane
fuels are less prone to autoignition. The octane rating system assigns the value of 100 to iso-octane
(CgHs, a fuel that is highly resistant to knock) and the value 0 to n-heptane (C;H;s, a fuel that is prone
to knock). Two standardized methods are employed to determine the octane rating of fuel test samples:
the research method and the motor method; see ASTM Standards Part 47—Test Methods for Rating
Motor, Diesel and Aviation Fuels (ASTM 1995).

Both methods involve testing the fuel in a special variable compression-ratio engine (cooperative fuels
research or CFR engine). The test engine is operated on the fuel sample and the compression ratio is
gradually increased to obtain a standard knock intensity reading from a knock meter. The octane rating is
obtained from the volumetric percentage of iso-octane in a blend of iso-octane and n-heptane that
produces the same knock intensity at the same compression ratio.

The principal differences between the research method and the motor method are the higher operating
speed, higher mixture temperature, and greater spark advance employed in the motor method. Ratings
obtained by the research method are referred to as the research octane number (RON); those obtained
with the motor method are called the motor octane number (MON). MON ratings are lower than RON
ratings because of the more stringent conditions, i.e., higher thermal loading of the fuel. The octane
rating commonly advertised on gasoline pumps is the antiknock index, (R + M)/2, which is the average
of the values obtained by the two methods. The typical range of antiknock index for automotive gasolines
currently available at the pump is 87-93. In general, higher compression SI engines require higher octane
fuels to avoid autoignition and to realize full engine performance potential from engines equipped with
electronic control systems incorporating a knock sensor.
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Straight-run gasoline (naphtha) has a poor octane rating on the order of 40—50 RON. Higher octane
fuels are created at the refinery by blending with higher octane components produced through alkylation
wherein light olefin gases are reacted with isobutane in the presence of a catalyst. Iso-octane, for example,
is formed by reacting isobutane with butene. Aromatics with double carbon bonds shared between more
than one ring, such as naphthalene and anthracene, serve to increase octane rating because the molecules
are particularly difficult to break.

Additives are also used to increase octane ratings. In the past, a common octane booster added to
automotive fuels was lead alkyls—tetraethyl or tetramethyl lead. For environmental reasons, lead has
been removed from automotive fuels in most countries. It is, however, still used in aviation fuel. Low-lead
fuel has a concentration of about 0.5 g/L, which boosts octane rating by about five points. The use of
leaded fuel in an engine equipped with a catalytic converter to reduce exhaust emissions will rapidly
deactivate the catalyst (typically a noble metal such as platinum or rhodium), quickly destroying the
utility of the catalytic converter. Octane-boosting additives in current use include the oxygenators
methanol, ethanol, and methyl tertiary butyl ether (MTBE).

RON values of special-purpose, high-octane fuels for racing and aviation purposes can exceed 100 and
are arrived at through an extrapolation procedure based on the knock-limited indicated mean effective
pressure (klimep). The klimep is determined by increasing the engine intake pressure until knock occurs.
The ratio of the klimep of the test fuel to that for iso-octane is used to extrapolate the octane rating
above 100.

10.7.3 Diesel Fuels

Diesel fuels are blends of hydrocarbon compounds with boiling points in the range of 180°C-360°C.
Properties of primary importance for CI fuels include the density, viscosity, cloud point, and ignition
quality (CN). Diesel fuel exhibits a much wider range of variation in properties than does gasoline. The
density of diesel fuels tends to vary according to the percentages of various fractions used in the blend.
Fractions with higher distillation temperatures tend to increase the density. Variations in density result in
variations in volumetric energy content and thus fuel economy, because fuel is sold by volume measure.
Higher density fuel will also result in increased soot emission.

Viscosity is important to proper fuel pump lubrication. Low-viscosity fuel will tend to cause
premature wear in injection pumps. Too high viscosity, on the other hand, may create flow problems
in the fuel delivery system. Cloud point is the temperature at which a cloud of wax crystals begins to form
in the fuel. This property is critical for cold-temperature operation because wax crystals will clog the
filtration system. ASTM does not specify maximum cloud point temperatures, but rather recommends
that cloud points be no more than 6°C above the 10th percentile minimum ambient temperature for the
region for which the fuel is intended; see ASTM D 975 (ASTM 1995).

CN provides a measure of the autoignition quality of the fuel and is the most important property for CI
engine fuels. The CN of a fuel sample is obtained through the use of a CI CFR engine in a manner
analogous to the determination of octane rating. The test method for CN determination is specified in
standard ASTM D 613. n-Cetane (same as hexadecane, C;sH3,) has good autoignition characteristics and
is assigned the cetane value of 100. The bottom of the cetane scale was originally defined in terms of
a-methyl naphthalene (C;1H;,), which has poor autoignition characteristics and was assigned the value 0.
In 1962, for reasons of availability and storability, the poor ignition quality standard fuel used to establish
the low end of the cetane scale was changed to heptamethylnonane (HMN), with an assigned CN of 15.
The CN of a fuel sample is determined from the relative volumetric percentages of cetane and HMN in a
mixture that exhibits the same ignition delay characteristics as the test sample using the relation

CN = %n-cetane + 0.15 (%HMN) (10.10)

ASTM standard D 976 (ASTM 1995) provides the following empirical correlation for calculating the
cetane index of straight petroleum distillate fuels (no additives) as an approximation to the measured CN:
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Cetane index = 454.74 — 1641.416D + 774.74D* —0.554B + 97.803(log B) (10.11)

where D=density at 15°C (g/mL) and B=mid-boiling temperature (°C).

ASTM standard D 975 (ASTM 1995) establishes three classification grades for diesel fuels (No. 1-D,
No. 2-D, and No. 4-D) and specifies minimum property standards for these grades. No. 1-D is a volatile
distillate fuel for engines that must operate with frequent changes in speed and load. No. 2-D is a lower
volatility distillate fuel for industrial and heavy mobile service engines. No. 4-D is a heavy fuel oil for low-
and medium-speed engines. Nos. 1-D and 2-D are principally transportation fuels, while No. 4-D is for
stationary applications. The ASTM minimum CN for No. 1-D and No. 2-D is 40, and for No. 4-D the
minimum is 30. Typical CNs for transportation fuels lie in the range of 40-55. Use of a low-cetane fuel
aggravates diesel knock because of the longer ignition delay period, which creates a higher fraction of
premixed combustion.

Antiknock quality (octane number) and ignition quality (CN) are opposing properties of distillate
fuels. The CN increases with decreasing octane rating of various fuels. Gasoline, with good antiknock
quality, has a CN of approximately 10, while a diesel fuel with a CN of 50 will have an octane number of
about 20. Thus, gasoline is not a suitable fuel for CI engines because of its poor autoignition quality, and
diesel fuel is inappropriate for use in SI engines as a result of its poor antiknock quality. For additional
information on fuels for IC engines see the SAE Fuels and Lubricants Standards Manual (1993) and Owen
and Coley (1995).

10.8 Intake Pressurization—Supercharging and Turbocharging

10.8.1 Background

Pressurizing the intake air (or mixture) by means of a compressor may be used to boost the specific
power output of SI and CI engines. Supercharging generally refers to the use of compressors that are
mechanically driven from the engine crankshaft, while turbocharging refers to compressors powered by a
turbine, which extracts energy from the exhaust stream. Increasing the intake pressure increases the
density and thus the mass flow rate of the intake mixture; this allows an increase in the fueling rate,
thereby producing additional power.

Pressure

Volume

FIGURE 10.15 Comparison of supercharged and naturally aspirated Otto cycle.

© 2007 by Taylor & Francis Group, LLC



Internal Combustion Engines 10-21

The mere process of increasing the cylinder pressure results in increased work output per cycle, as
illustrated in the P-V diagram in Figure 10.15, which compares supercharged and naturally aspirated, air
standard Otto cycles having the same compression ratio. The work done for the compressed intake cycle
(Area1,2,3,4,1and Area 5, 6, 7, 1, 5) is greater than that for the naturally aspirated cycle (Area 1/, 2/, 3/,
4’, 1) due to the boost of the intake pressure. Positive-displacement superchargers are capable of
producing higher boost pressures than turbochargers, which are nearly always centrifugal-type fans.
From a practical standpoint, the maximum useful boost pressure from either system is limited by the
onset of autoignition in SI engines and by the permissible mechanical and thermal stresses in CI engines.

10.8.2 Supercharging

The principal applications of supercharging SI engines are in high-output drag-racing engines and in
large aircraft piston engines to provide high specific output at takeoff and to improve power output at
high altitudes. A few high-performance production automobiles also use a supercharger in lieu of the
more common turbocharger to achieve their increased performance. For diesel applications, super-
charging is used mainly in marine and land-transportation applications. It is common to use
supercharging or turbocharging to improve the scavenging process in two-stroke diesel engines.
Figure 10.16 is a schematic of an engine with a mechanically driven supercharger. Superchargers may
be belt, chain, or gear driven from the engine crankshatft.

Two types of superchargers are in use: the positive displacement type (Roots blower) and the centrifugal
type. Roots blowers may be classified as: (1) straight double lobe; (2) straight triple lobe; and (3) helix
triple lobe (twisted 60%). The helix triple-lobe type runs more quietly than the others and is generally
recommended, especially for diesel engines operating under high torque at various speed conditions.
Because of its high capacity and small weight and size, the centrifugal type is best suited for applications in
which power and volumetric efficiency improvement are required at high engine speed, e.g., with aircraft
engines. A centrifugal blower will also survive a backfire more readily than a Roots blower in SI
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FIGURE 10.16 Schematic diagram of supercharged engine.
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applications. Because superchargers are directly driven from the engine output shaft, no inherent lag in the
rate of pressure increase with engine speed is present, as is typically the case with turbochargers.

10.8.3 Turbocharging

Turbochargers utilize a centrifugal compressor directly connected to a turbine that extracts energy from
the exhaust gases of the engine and converts it to the shaft work necessary to drive the compressor.
Turbocharging is widely used to increase power output in automotive and truck applications of four-
stroke SI and CI engines and to improve scavenging of two-stroke CI engines.

There are three methods of turbocharging: the constant pressure; the pulse; and the pulse converter. In
the constant-pressure method, as illustrated in Figure 10.17, the exhaust pressure is maintained at a
nearly constant level above atmospheric. To accomplish this, the exhaust manifold must be large enough
to damp out the pressure fluctuations caused by the unsteady flow characteristic of the engine exhaust
process. In this method, the turbine operates efficiently under steady-flow conditions; however, some
engine power is lost because of the increased backpressure in the exhaust manifold.

The pulse turbocharger, as illustrated in Figure 10.18, utilizes the kinetic energy generated by the exhaust
blow-down process in each cylinder. This is accomplished by using small exhaust lines grouped together in
a common manifold to receive the exhaust from the cylinders, which are blowing down sequentially. In this
method, the pressure at the turbine inlet tends to fluctuate; this is not conducive to good turbine efficiency.
This is offset to a large degree, however, by improved engine performance as a result of the lower exhaust
backpressure relative to the constant-pressure method. The pulse converter method represents a
compromise between the previous two techniques. In principle, this is accomplished by converting the
kinetic energy in the blow-down process into a pressure rise at the turbine by utilizing one or more
diffusers. Details of the different methods of turbocharging may be found in Watson and Janota (1982).

Recent advances in turbocharging technology have focused mainly on (1) improving turbine transient
response (turbo-lag); (2) improving torque-speed characteristics of the engine; and (3) increasing the
power output by increasing the boost pressure and using charge cooling (intercooling). The use of
ceramic materials in fabricating turbine rotors improves the turbine transient response because they are
lighter in weight and have less rotational inertia. Ceramic rotors also have greater thermal operating
range because of their lower thermal expansion. The use of variable-geometry turbochargers can improve
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FIGURE 10.17 Schematic diagram of a constant-pressure turbocharger.
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FIGURE 10.18 Schematic diagram of a pulse turbocharger.

the low-speed torque characteristics of the engine and help reduce the transient response time. This is
due to the ability of the variable-geometry turbocharger to change its internal geometry to accommodate
low flow rates at low engine speeds and higher volume flow rates at high engine speeds.

However, because the geometry of the turbine rotor remains unchanged while the internal geometry
varies, the turbine efficiency will be reduced for all internal geometries other than the optimum design
geometry. In response to increased demand for diesel engines with high boost pressure and with size
constraints, advances in the aerothermodynamics of axial/radial flow and of two-stage turbochargers, as
well as in the design of compressor and turbine blades, have allowed high boost pressure at improved
overall turbocharger efficiency.

Charge cooling by means of a heat exchanger (intercooler) between the compressor and the intake
ports is effective in reducing NO, emissions and improving the power output of turbocharged diesel
engines and in reducing the probability of knock in SI engines. Two types of charge cooling are in use:
air—air and air—water. Air-to-water cooling is used in marine applications, in which a source of cool water
is available; air-to-air intercoolers are used for automotive and truck applications.

Defining Terms

Antiknock index: The average of the two octane numbers obtained by the research method and the
motor method.

Autoignition: The ability of a fuel-air mixture to ignite spontaneously under conditions of high
temperature and pressure.

Bottom dead center (BDC): Piston located at its lowest position in the cylinder. Cylinder volume is
maximum at BDC.

Brake mean effective pressure (bmep): Ratio of brake work output per cycle to the displacement
volume.

Brake specific fuel consumption (bsfc): The ratio of fuel consumption rate in kilograms per hour to the
engine output in kilowatts.

Brake work: Work produced at the output shaft of an IC engine as measured by a dynamometer.

Cetane index: An approximation to the measured cetane number determined from an empirical
relationship specified in ASTM D 976.
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Cetane number: A measure of the autoignition quality of a fuel important for proper performance of CI
engines determined experimentally through use of a CI CFR test engine.

Clearance volume: Combustion chamber volume remaining above the piston at TDC.

Compression ignition (CI) engine: Air alone is compressed in the cylinder and fuel is injected near TDC.
Combustion results from autoignition of the fuel-air mixture due to the high temperature of
the air.

Compression ratio: The ratio of the cylinder volume at BDC to the volume at TDC.

Cut-off ratio: Ratio of cylinder volume at the end of heat addition to the volume at the start of heat
addition in the ideal diesel cycle.

Cylinder volume: Volume above piston at BDC; equals displacement volume plus clearance volume.

Direct injection (DI): Method of fuel injection in low- and medium-speed CI engines wherein fuel is
injected into the main combustion chamber formed by a bowl in the top of the piston.

Displacement volume: Difference in cylinder volume between TDC and BDC.

Equivalence ratio: Actual fuel—-air ratio divided by stoichiometric fuel-air ratio.

Four-stroke engine: Entire cycle completed in two revolutions of the crankshaft and four strokes of
the piston.

Fuel-air ratio: Ratio of mass of fuel to mass of air in the cylinder prior to combustion.

Glow plug: Electric heater installed in prechamber of an IDI diesel engine to aid cold starting.

Heterogeneous combustion: Refers to the mixture of liquid fuel droplets and evaporated fuel vapor and
air mixture present in CI engine combustion chambers prior to ignition.

Ignition delay period: Period between start of injection and onset of autoignition in a CI engine.

Indicated mean effective pressure (imep): Ratio of net indicated work output of an IC engine to the
displacement volume.

Indicated work: Work output of an IC engine cycle determined by an area calculation from an
indicator diagram.

Indicator diagram: Pressure—volume trace for an IC engine cycle; area enclosed by diagram
represents work.

Indirect injection (IDI): Method of fuel injection used in high-speed CI engines wherein the fuel is
injected into a precombustion chamber to promote fuel-air mixing and reduce ignition delay.

Knock: In SI engines: the noise that accompanies autoignition of the end portion of the uncombusted
mixture prior to the arrival of the flame front. In CI engines: The noise that accompanies
autoignition of large premixed fractions generated during prolonged ignition delay periods.
Knock is detrimental to either type of engine.

NO,: Harmful oxides of nitrogen (NO and NO,) appearing in the exhaust products of IC engines.

Octane number: Antiknock rating for fuels important for prevention of autoignition in SI engines.

Particulates: Any exhaust substance, other than water, that can be collected on a filter. Harmful exhaust
product from CI engines.

Power density: Power produced per unit of engine mass.

Premixed homogeneous combustion: Fuel and air are mixed in an appropriate combustible ratio prior
to ignition process. This is the combustion mode for SI engines and for the initial combustion
phase in CI engines.

Sac volume: Volume of nozzles below the needle of a diesel fuel injector that provides a source of UHC
emissions in CI engines.

Scavenging: The process of expelling exhaust gases and filling the cylinder with fresh charge in two-
stroke engines. This is often accomplished in SI engines by pressurizing the fresh mixture in the
crankcase volume beneath the piston and in CI engines by using a supercharger or turbocharger.

Spark ignition (SI) engine: Homogeneous charge of air—fuel mixture is compressed and ignited by
a spark.

Stroke: Length of piston movement from TDC to BDC; equal to twice the crankshaft throw.

Supercharging: Pressurizing the intake of an IC engine using a compressor that is mechanically driven
from the crankshaft.

Surface ignition: A source of autoignition in SI engines caused by surface hot spots.
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Swirl: Circular in-cylinder air motion designed into CI engines to promote fuel—air mixing.

Swirl ratio: Ratio of rotational speed of in-cylinder air (rpm) to engine speed (rpm).

Top dead center (TDC): Piston located at its uppermost position in the cylinder. Cylinder volume (above
the piston) is minimum at TDC.

Turbocharging: Pressurizing the intake of an IC engine with a compressor driven by a turbine that
extracts energy from the exhaust gas stream.

Two-stroke engine: Entire cycle completed in one revolution of the crankshaft and two strokes of
the piston.

Unburned hydrocarbons (UHC): Harmful emission product from IC engines consisting of hydrocarbon
compounds that remain uncombusted.

Volumetric efficiency: Ratio of the actual mass of air intake per cycle to the displacement volume mass
determined at inlet temperature and pressure.
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For Further Information

The textbooks on IC engines by Obert (1973), Taylor (1985), Heywood (1988), Stone (1993), and
Ferguson and Kirkpatrick (2001) listed under the references provide excellent treatments of this subject.
In particular, Stone’s book is up to date and informative. The Handbook of Engineering (1966) published
by CRC Press, Boca Raton, Florida, contains a chapter on IC engines by A. Kornhauser. The Society of
Automotive Engineers (SAE) publishes transactions, proceedings, and books related to all aspects of
automotive engineering, including IC engines. Two very comprehensive handbooks distributed by SAE
are the Bosch Automotive Handbook and the SAE Automotive Handbook. For more information contact:
SAE Publications, 400 Commonwealth Drive, Warrendale, PA, 15096-0001; (412)776—4970.
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A hydraulic turbine is a mechanical device that converts the potential energy associated with a difference
in water elevation (head) into useful work. Modern hydraulic turbines are the result of many years
of gradual development. Economic incentives have resulted in the development of very large units
(exceeding 800 MW in capacity) with efficiencies that are sometimes in excess of 95%.

The emphasis on the design and manufacture of very large turbines is shifting to the production of
smaller units, especially in developed nations, where much of the potential for developing large base-load
plants has been realized. At the same time, the escalation in the cost of energy has made many smaller
sites economically feasible and has greatly expanded the market for smaller turbines. The increased value
of energy also justifies the cost of refurbishment and increasing the capacity of older facilities. Thus,
a new market area is developing for updating older turbines with modern replacement runners that have
higher efficiency and greater capacity. The introduction of modern computational tools in the last decade
has had considerable influence on turbine design.

11.1 General Description

11.1.1 Typical Hydropower Installation

As shown schematically in Figure 11.1, the hydraulic components of a hydropower installation consist of
an intake, penstock, guide vanes or distributor, turbine, and draft tube. Trash racks are commonly
provided to prevent ingestion of debris into the turbine. Intakes usually require some type of shape
transition to match the passageway to the turbine and also incorporate a gate or some other means of
stopping the flow in case of an emergency or turbine maintenance. Some types of turbines are set in an
open flume; others are attached to a closed-conduit penstock.
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V|2 Energy loss

Energy line 2_g in penstock

Net head Gross
EN] —
G H head

Turbine

Draft tube

FIGURE 11.1 Schematic of a hydropower installation.

11.1.2 Turbine Classification

The two types of turbines are denoted as impulse and reaction. In an impulse turbine, the available head is
converted to kinetic energy before entering the runner; the power available is extracted from the flow at
approximately atmospheric pressure. In a reaction turbine, the runner is completely submerged and the
pressure and the velocity decrease from inlet to outlet. The velocity head in the inlet to the turbine runner
is typically less than 50% of the total head available.

Impulse Turbines. Modern impulse units are generally of the Pelton type and are restricted to relatively
high head applications (Figure 11.2). One or more jets of water impinge on a wheel containing many
curved buckets. The jet stream is directed inwardly, sideways, and outwardly, thereby producing a force
on the bucket, which in turn results in a torque on the shaft. All kinetic energy leaving the runner is “lost.”
A draft tube is generally not used because the runner operates under approximately atmospheric pressure
and the head represented by the elevation of the unit above tailwater cannot be utilized. (In principle, a
draft tube could be used; this requires the runner to operate in air under reduced pressure. Attempts at
operating an impulse turbine with a draft tube have not met with much success.) Because this is a high-
head device, this loss in available head is relatively unimportant. As will be shown later, the Pelton wheel
is a low specific speed device. Specific speed can be increased by the addition of extra nozzles—the
specific speed increasing by the square root of the number of nozzles. Specific speed can also be increased
by a change in the manner of inflow and outflow. Special designs such as the Turgo or crossflow turbines
are examples of relatively high specific speed impulse units (Arndt 1991).

Most Pelton wheels are mounted on a horizontal axis, although newer vertical-axis units have been
developed. Because of physical constraints on orderly outflow from the unit, the number of nozzles is
generally limited to six or less. Whereas wicket gates control the power of a reaction turbine, the power of
the Pelton wheel is controlled by varying the nozzle discharge by means of an automatically adjusted
needle, as illustrated in Figure 11.2. Jet deflectors or auxiliary nozzles are provided for emergency
unloading of the wheel. Additional power can be obtained by connecting two wheels to a single generator
or by using multiple nozzles. Because the needle valve can throttle the flow while maintaining essentially
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FIGURE 11.2  Cross section of a single-wheel, single-jet Pelton turbine. This is the third highest head Pelton turbine
in the world, H=1447 m; n=>500 rpm; P=35.2 MW; N~ 0.038. (Courtesy of Vevey Charmilles Engineering Works.
Adapted from Raabe, J. 1985. Hydro Power: The Design, Use, and Function of Hydromechanical, Hydraulic, and
Electrical Equipment. VDI Verlag, Dusseldorf, Germany.)

constant jet velocity, the relative velocities at entrance and exit remain unchanged, producing nearly
constant efficiency over a wide range of power output.

Reaction Turbines. Reaction turbines are classified according to the variation in flow direction through
the runner. In radial- and mixed-flow runners, the flow exits at a radius different from the radius at the

(l_/‘(i)
|

L |

B

Wicket gates

Stay | 2 ) i i T _f

vanes

i Runner
vanes
or buckets

FIGURE 11.3  Francis turbine, N5~ 0.66. (Adapted from Daily, J. W. 1950. In Engineering Hydraulics, H. Rouse, ed.
Wiley, New York. Reprinted with permission.)
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inlet. If the flow enters the runner with only radial and tangential components, it is a radial-flow
machine. The flow enters a mixed-flow runner with radial as well as axial components. Francis turbines
are of the radial- and mixed-flow type, depending on the design specific speed. A Francis turbine is
illustrated in Figure 11.3.

Axial-flow propeller turbines are generally of the fixed-blade or Kaplan (adjustable-blade) variety. The
“classical” propeller turbine, illustrated in Figure 11.4, is a vertical-axis machine with a scroll case and a
radial wicket gate configuration that is very similar to the flow inlet for a Francis turbine. The flow enters
radially inward and makes a right-angle turn before entering the runner in an axial direction. The Kaplan
turbine has adjustable runner blades and adjustable wicket gates. The control system is designed so that
the variation in blade angle is coupled with the wicket gate setting in a manner that achieves best overall
efficiency over a wide range of flow rates.

Some modern designs take full advantage of the axial-flow runner; these include the tube, bulb, and
Straflo types illustrated in Figure 11.5. The flow enters and exits the turbine with minor changes in
direction. Awide variation in civil works design is also permissible. The tubular type can be fixed-propeller,
semi-Kaplan, or fully adjustable. An externally mounted generator is driven by a shaft that extends through

Blade servomotor \

Gate servomotor )
j Wicket gates

Outer , Gate operating ring

! Intermediate
head cover

Spiral Stay ring
case
Stay vanes
D|sc_harge Runner Adjustable
ring runner

hub blades

Runner

Draft-tube liner cone

FIGURE 11.4 Smith—Kaplan axial-flow turbine with adjustable-pitch runner blades, Ng~2.0. (From Daily, J. W.
1950. In Engineering Hydraulics, H. Rouse, ed. Wiley, New York. Reprinted with permission.)
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FIGURE 11.5 Comparison between bulb (upper) and Straflo (lower) turbines. (Courtesy U.S. Department of
Energy.)

the flow passage upstream or downstream of the runner. The bulb turbine was originally designed as a
high-output, low-head unit. In large units, the generator is housed within the bulb and is driven by
a variable-pitch propeller at the trailing end of the bulb. Pit turbines are similar in principle to bulb
turbines, except that the generator is not enclosed in a fully submerged compartment (the bulb). Instead,
the generator is in a compartment that extends above water level. This improves access to the generator
for maintenance.

11.2 Principles of Operation

11.2.1 Power Available, Efficiency

The power that can be developed by a turbine is a function of the head and flow available:

where 7 is the turbine efficiency; p is the density of water (kg/m?); g is the acceleration due to gravity
(m/s?); Q is the flow rate (m>/s); and H is the net head in meters. Net head is defined as the difference
between the fotal head at the inlet and the tailrace, as illustrated in Figure 11.1. Various definitions of net
head are used in practice; these depend on the value of the exit velocity head, Vez/Zg, that is used in the
calculation. The International Electrotechnical Test Code uses the velocity head at the draft tube exit.

The efficiency depends on the actual head and flow utilized by the turbine runner; flow losses in the
draft tube; and the frictional resistance of mechanical components.

11.2.2 Similitude and Scaling Formulae

Under a given head, a turbine can operate at various combinations of speed and flow depending on the
inlet settings. For reaction turbines the flow into the turbine is controlled by the wicket gate angle, a.
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The nozzle opening in impulse units typically controls the flow. Turbine performance can be described in
terms of nondimensional variables,

_ 2gH
 wD?

(11.2)

Q
\/2¢HD?

where w is the rotational speed of the turbine in radians per second and D is the diameter of the turbine.
The hydraulic efficiency of the runner alone is given by

¢ = (11.3)

¢ (C;cos a; — Cycos ay) (11.4)

nh_ﬁ

where C; and C, are constants that depend on the specific turbine configuration, and «; and «, are the
inlet and outlet angles that the absolute velocity vectors make with the tangential direction. The value of
cos a, is approximately zero at peak efficiency. The terms ¢, ¥», a;, and «, are interrelated. Using model
test data, isocontours of efficiency can be mapped in the ¢y plane. This is typically referred to as a hill
diagram, as shown in Figure 11.6.

The specific speed is defined as

__ovQ _ /¢
s (ng)3/4 - 174 (115)

A given specific speed describes a specific combination of operating conditions that ensures similar
flow patterns and the same efficiency in geometrically similar machines regardless of the size and
rotational speed of the machine. It is customary to define the design specific speed in terms of the value at
the design head and flow where peak efficiency occurs. The value of specific speed so defined permits a
classification of different turbine types.

The specific speed defined here is dimensionless. Many other forms of specific speed exist are
dimensional and have distinct numerical values depending on the system of units used (Arndt 1991).
(The literature also contains two other minor variations of the dimensionless form. One differs by a
factor of 1/7t"/> and the other by 2*'*.) The similarity arguments used to arrive at the concept of specific
speed indicate that a given machine of diameter D operating under a head H will discharge a flow Q and
produce a torque T'and power P at a rotational speed w given by

Q = ¢D*\/2gH (11.6)
T = Ty,pD’2gH (11.7)
P = P,,pD*(2gH)*"? (11.8)
2 V2¢H 1
="y, YEL ey = (11.9)
D D NGG

with
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FIGURE 11.6 Typical hill diagram. Information of this type is obtained in turbine test stand (see Figure 11.9).
(Adapted from Wahl, T. L. 1994. Draft tube surging times two: the twin vortex problem. Hydro Rev. 13, 60—69, 1994.
With permission.)

Py =Thoy (11.10)

where T}, Py, and wy; are also nondimensional. (The reader is cautioned that many texts, especially in
the American literature, contain dimensional forms of T}, Py, and wy;.) In theory, these coefficients are
fixed for a machine operating at a fixed value of specific speed, independent of the size of the machine.
Equation 11.6 through Equation 11.10 can be used to predict the performance of a large machine using
the measured characteristics of a smaller machine or model.

© 2007 by Taylor & Francis Group, LLC
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11.3 Factors Involved in Selecting a Turbine

11.3.1 Performance Characteristics

Impulse and reaction turbines are the two basic types of turbines. They tend to operate at peak efficiency
over different ranges of specific speed, due to geometric and operational differences.

Impulse Turbines. Of the head available at the nozzle inlet, a small portion is lost to friction in the
nozzle and to friction on the buckets. The rest is available to drive the wheel. The actual utilization of this
head depends on the velocity head of the flow leaving the turbine and the setting above tailwater.
Optimum conditions, corresponding to maximum utilization of the head available, dictate that the flow
leaves at essentially zero velocity. Under ideal conditions, this occurs when the peripheral speed of the
wheel is one half the jet velocity. In practice, optimum power occurs at a speed coefficient, w,;, somewhat
less than 1.0 (illustrated in Figure 11.7). Because the maximum efficiency occurs at fixed speed for fixed
H, V; must remain constant under varying flow conditions. Thus, the flow rate Q is regulated with an
adjustable nozzle. However, maximum efficiency occurs at slightly lower values of w;; under partial
power settings. Present nozzle technology is such that the discharge can be regulated over a wide range at
high efficiency.

A given head and penstock configuration establishes the optimum jet velocity and diameter. The size of
the wheel determines the speed of the machine. The design specific speed is approximately

d
N, =0.77 B] (Pelton turbines) (11.11)

100 7-

N e
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FIGURE 11.7 Ideal and actual variable-speed performance for an impulse turbine. (Adapted from Daily, J. W. 1950.
In Engineering Hydraulics, H. Rouse, ed. Wiley, New York. With permission.)

© 2007 by Taylor & Francis Group, LLC



Hydraulic Turbines 11-9

Practical values of d;/D for Pelton wheels to ensure good efficiency are in the range 0.04-0.1,
corresponding to Ns values in the range 0.03-0.08. Higher specific speeds are possible with multiple
nozzle designs. The increase is proportional to the square root of the number of nozzles. In considering
an impulse unit, one must remember that efficiency is based on net head; the net head for an impulse unit
is generally less than the net head for a reaction turbine at the same gross head because of the lack of a
draft tube.

Reaction Turbines. The main difference between impulse units and reaction turbines is that a pressure
drop takes place in the rotating passages of the reaction turbine. This implies that the entire flow passage
from the turbine inlet to the discharge at the tailwater must be completely filled. A major factor in
the overall design of modern reaction turbines is the draft tube. It is usually desirable to reduce the overall
equipment and civil construction costs by using high specific speed runners. Under these circumstances,
the draft tube is extremely critical for flow stability and efficiency. (This should be kept in mind when
retrofitting on older, low specific speed turbine with a new runner of higher capacity.) At higher specific
speed, a substantial percentage of the available total energy is in the form of kinetic energy leaving the
runner. To recover this efficiently, considerable emphasis should be placed on the draft tube design.

The practical specific speed range for reaction turbines is much broader than for impulse wheels. This
is due to the wider range of variables that control the basic operation of the turbine. The pivoted guide
vanes allow for control of the magnitude and direction of the inlet flow. Because of a fixed relationship
among blade angle, inlet velocity, and peripheral speed for shock-free entry, this requirement cannot be
completely satisfied at partial flow without the ability to vary blade angle. This is the distinction between
the efficiency of fixed-propeller and Francis types at partial loads and the fully adjustable Kaplan design.

In Equation 11.4, optimum hydraulic efficiency of the runner would occur when «; is equal to 90°.
However, the overall efficiency of the turbine is dependent on the optimum performance of the draft tube
as well, which occurs with a little swirl in the flow. Thus, the best overall efficiency occurs with a, =75°
for high specific speed turbines.

The determination of optimum specific speed in a reaction turbine is more complicated than for an
impulse unit because there are more variables. For a radial-flow machine, an approximate expression is

B2
N, = 1.64 [Cvsin o D_] wy; (Francis turbines) (11.12)
1

where C, is the fraction of net head that is in the form of inlet velocity head and B is the height of the inlet
flow passage (see Figure 11.3). N; for Francis units is normally found to be in the range 0.3-2.5.

Standardized axial-flow machines are available in the smaller size range. These units are made up of
standard components, such as shafts and blades. For such cases,

Jtan 8

N; ~——;;— (Propeller turbines) (11.13)
ng

where £ is the blade pitch angle and nyp is the number of blades. The advantage of controllable pitch is also
obvious from this formula; the best specific speed is simply a function of pitch angle.

It should be further noted that w;; is approximately constant for Francis units and Nj is proportional
to (B/D;)"2. It can also be shown that velocity component based on the peripheral speed at the throat,
W11, 18 proportional to Ns. In the case of axial-flow machinery, w;; is also proportional to Ns. For
minimum cost, peripheral speed should be as high as possible—consistent with cavitation-free
performance. Under these circumstances Ng would vary inversely with the square root of head (H is
given in meters):
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(11.14)

&lo

where the range of C is 8-11 for fixed-propeller units and Kaplan units and 6-9 for Francis units.

Performance Comparison. The physical characteristics of various runner configurations are sum-
marized in Figure 11.8. It is obvious that the configuration changes with speed and head. Impulse
turbines are efficient over a relatively narrow range of specific speed, whereas Francis and propeller
turbines have a wider useful range. An important consideration is whether a turbine is required to
operate over a wide range of load. Pelton wheels tend to operate efficiently over a wide range of power
loading because of their nozzle design. In the case of reaction machines that have fixed geometry, such as
Francis and propeller turbines, efficiency can vary widely with load. However, Kaplan and Deriaz (an
adjustable-blade mixed-flow turbine; see Arndt 1991) turbines can maintain high efficiency over a wide
range of operating conditions. The decision of whether to select a simple configuration with a relatively
“peaky” efficiency curve or incur the added expense of installing a more complex machine with a broad
efficiency curve will depend on the expected operation of the plant and other economic factors.

Note that in Figure 11.8 an overlap in the range of application of various types of equipment is shown.
This means that either type of unit can be designed for good efficiency in this range, but other factors,
such as generator speed and cavitation, may dictate the final selection.

11.3.2 Speed Regulation

The speed regulation of a turbine is an important and complicated problem. The magnitude of the
problem varies with size; type of machine and installation; type of electrical load; and whether the plant is
tied into an electrical grid. It should also be kept in mind that runaway or no-load speed can be higher
than the design speed by factors as high as 2.6. This is an important design consideration for all rotating
parts, including the generator.

Head (meters)

Power (MW)

FIGURE 11.8 Application chart for various turbine types (n/ns is the ratio of turbine speed in rpm, #, to specific
speed defined in the metric system, ng=nP"*/H>*, with P in kilowatts). (From Arndt, R. E. A. 1991. In Hydropower
Engineering Handbook, J. S. Gulliver and R. E. A. Arndt, eds., pp. 4.1-4.67. McGraw-Hill, New York. With permission.)
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The speed of a turbine must be controlled to a value that matches the generator characteristics and the
grid frequency:

120
n= 1207

N,

(11.15)

where  is turbine speed in rpmy; f is the required grid frequency in Hertz; and Nj, is the number of poles
in the generator. Typically, N}, is in multiples of 4. There is a tendency to select higher speed generators to
minimize weight and cost. However, consideration must be given to speed regulation.

It is beyond the scope of this section to discuss the question of speed regulation in detail. Regulation of
speed is normally accomplished through flow control. Adequate control requires sufficient rotational
inertia of the rotating parts. When load is rejected, power is absorbed, accelerating the flywheel; when
load is applied, some additional power is available from deceleration of the flywheel. Response time of the
governor must be carefully selected, because rapid closing time can lead to excessive pressures in
the penstock.

Opening and closing the wicket gates, which vary the flow of water according to the load, control a
Francis turbine. The actuator components of a governor are required to overcome the hydraulic and
frictional forces and to maintain the wicket gates in fixed position under steady load. For this reason,
most governors have hydraulic actuators. On the other hand, impulse turbines are more easily controlled
because the jet can be deflected or an auxiliary jet can bypass flow from the power-producing jet without
changing the flow rate in the penstock. This permits long delay times for adjusting the flow rate to the
new power conditions. The spear on needle valve controlling the flow rate can close quite slowly, e.g., in
30-60 s, thereby minimizing any pressure rise in the penstock.

Several types of governors are available that vary with the work capacity desired and the degree of
sophistication of control. These vary from pure mechanical to mechanical-hydraulic and electrohy-
draulic. Electrohydraulic units are sophisticated pieces of equipment and would not be suitable for
remote regions. The precision of governing necessary will depend on whether the electrical generator
is synchronous or asynchronous (induction type). The induction type of generator has its advantages. It
is less complex and therefore less expensive, but typically has slightly lower efficiency. Its frequency is
controlled by the frequency of the grid into which it feeds, thereby eliminating the need for an expensive
conventional governor. It cannot operate independently but can only feed into a network and does so
with lagging power factor, which may be a disadvantage, depending on the nature of the load. Long
transmission lines, for example, have a high capacitance and, in this case, the lagging power factor may be
an advantage.

Speed regulation is a function of the flywheel effect of the rotating components and the inertia of the
water column of the system. The start-up time of the rotating system is given by

o= — (11.16)

where I=moment of inertia of the generator and turbine, kg m* (Bureau of Reclamation 1966).
The start-up time of the water column is given by

t, = M (11.17)
gH

where L=the length of water column and V=the velocity in each component of the water column.
For good speed regulation, it is desirable to keep ,/t,>4. Lower values can also be used, although

special precautions are necessary in the control equipment. It can readily be seen that higher ratios of t,/z,

can be obtained by increasing I or decreasing t,. Increasing I implies a larger generator, which also results

in higher costs. The start-up time of the water column can be reduced by reducing the length of the flow

system, using lower velocities, or by adding surge tanks, which essentially reduce the effective length of
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the conduit. A detailed analysis should be made for each installation because, for a given length, head,
and discharge, the flow area must be increased to reduce t,, which leads to associated higher
construction costs.

11.3.3 Cavitation and Turbine Setting

Another factor that must be considered prior to equipment selection is the evaluation of the turbine with
respect to tailwater elevations. Hydraulic turbines are subject to pitting, loss in efficiency, and unstable
operation due to cavitation (Arndt 1981, 1991; Arndt et al. 2000). For a given head, a smaller, lower cost,
high-speed runner must be set lower (i.e., closer to tailwater or even below tailwater) than a larger, higher
cost, low-speed turbine runner. Also, atmospheric pressure or plant elevation above sea level is a factor, as
are tailwater elevation variations and operating requirements. This is a complex subject that can only be
accurately resolved by model tests. Every runner design will have different cavitation characteristics.
Therefore, the anticipated turbine location or setting with respect to tailwater elevations is an important
consideration in turbine selection.

Cavitation is not normally a problem with impulse wheels. However, by the very nature of their
operation, cavitation is an important factor in reaction turbine installations. The susceptibility for
cavitation to occur is a function of the installation and the turbine design. This can be expressed
conveniently in terms of Thoma’s sigma, defined as

_H,—H,—z

= (11.18)

(%)

where H, is the atmospheric pressure head; H is the vapor pressure head (generally negligible); and z is
the elevation of a turbine reference plane above the tailwater (see Figure 11.1). Draft tube losses and the
exit velocity head have been neglected.

The term o must be above a certain value to avoid cavitation problems. The critical value of o1 is a
function of specific speed (Arndt 1991). The Bureau of Reclamation (1966) suggests that cavitation
problems can be avoided when

or > 0.26N% (11.19)

Equation 11.19 does not guarantee total elimination of cavitation, only that cavitation is within
acceptable limits. Cavitation can be totally avoided only if the value of ¢ at an installation is much
greater than the limiting value given in Equation 11.19. The value of o1 for a given installation is known
as the plant sigma, op Equation 11.19 should only be considered a guide in selecting op, which is
normally determined by a model test in the manufacturer’s laboratory. For a turbine operating under a
given head, the only variable controlling o is the turbine setting z. The required value of op then controls
the allowable setting above tailwater:

Zlow = Hy —H, —opH (11.20)

It must be borne in mind that H, varies with elevation. As a rule of thumb, H, decreases from the sea-
level value of 10.3 m by 1.1 m for every 1000 m above sea level.

11.4 Performance Evaluation

11.4.1 Model Tests

Model testing is an important element in the design and development phases of turbine manufacture.
Manufacturers own most laboratories equipped with model turbine test stands. Major hydro projects
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have traditionally had proof-of-performance tests in model scale (at an independent laboratory or the
manufacturer’s laboratory) as part of the contract. In addition, it has been shown that competitive model
testing at an independent laboratory can lead to large savings at a major project because of
improved efficiency.

Recently, turbine design procedures have been dramatically improved through the use of sophisticated
numerical analysis of the flow characteristics. These analysis techniques, linked with design programs,
provide the turbine designer with powerful tools for achieving highly efficient turbine designs. In spite of
this progress, computational methods require fine-tuning with model tests. In addition, model testing is
necessary for determining performance over a range of operating conditions and for determining
quasitransitory characteristics. Model testing can also be used to eliminate or mitigate problems
associated with vibration, cavitation, hydraulic thrust, and pressure pulsation (Fisher and Beyer 1985).

A typical turbine test loop is shown in Figure 11.9. All test loops perform basically the same function.
A model turbine is driven by high-pressure water from a head tank and discharges into a tail tank, as
shown. The flow is recirculated by a pump, usually positioned well below the elevation of the model to
ensure cavitation-free performance of the pump while performing cavitation testing with the turbine
model. One important advantage of a recirculating turbine test loop is that cavitation testing can be done
over a wide range of cavitation indices at constant head and flow.

The extrapolation of model test data to prototype values has been a subject of considerable debate for
many years. Equation 11.6 through Equation 11.10 can be used to predict prototype values of flow, speed,
power, etc., from model tests. Unfortunately, many factors lead to scale effects, i.e., the prototype
efficiency and model efficiency are not identical at a fixed value of specific speed. The cited scale-up
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FIGURE 11.9 Schematic of the SAFL independent turbine test facility. (Courtesy of the St. Anthony Falls
Laboratory, University of Minnesota.)
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formulae are based on inviscid flow. Several sources of energy loss lead to an efficiency that is less than
ideal. All of these losses follow different scaling laws and, in principle, perfect similitude can only be
achieved by testing the prototype. Several attempts at rationalizing the process of scaling up model test
data have been made. The International Electrotechnical Test Code and various ASME publications
outline in detail the differences in efficiency between model and prototype. It should also be pointed out
that other losses, such as those in the draft tube and “shock” losses at the runner inlet, might not be
independent of Reynolds number.

11.5 Numerical Simulation’

Until very recently, the analysis of turbines and other components of hydropower facilities was largely
dependent on approximate models such as the Euler equation and Reynolds averaged Navier—Stokes
(RANS) models because the complete Navier—Stokes equations were considered to be too difficult to be
solved for hydropower components (see Chapter 4). The Euler equation model has been applied with
reasonable success for turbine runner simulation, but energy losses and the efficiency could not be
calculated. RANS models have been applied for the spiral case and the draft tube simulations with limited
success. Goede et al. (1991) contains a good summary of experiences with the application of these
computational methods to various hydropower components. Very recently, reliable commercial codes
have become available and are used with increasing frequency. Many of the current commercial codes rely
on variants of RANS models although rapid progress is being made in adapting LES.

The large eddy simulation method (LES) is a step forward in the application of CFD Song et al. (1995).
This technique is able to capture the effects of turbulent flow in a turbine more accurately than previous
techniques. At the present time, it requires a supercomputer to achieve sufficient resolution and good
accuracy for final design purposes. Parallel processing with desktop computers shows promise and can
presently be used for relatively simple geometry or for preliminary evaluation purposes. However,
progress in its application is very rapid and it is anticipated that an entire computation may be carried
out on a high-end desktop computer in the near future.

The components that require simulation include the spiral case, wicket gates, the runner, and the draft
tube. Often the spiral case, including stay vanes and wicket gates, is modeled as a unit. This is necessary
because the stay vanes and wicket gates are so close to each other that their mutual interactions cannot be
ignored; each stay vane may be of slightly different shape and orientation and cannot be modeled
separately. A typical spiral case contains more than 20 stay vanes and an equal number of wicket gates,
requiring extensive computational resources for a complete simulation. A sample calculation is shown in
Figure 11.10. In this example, the calculated energy loss through this device is 2.62% of the net available
energy for this particular case. This is significant and justifies additional computational effort to
minimize the losses.

The runner is the most extensively studied component of a turbine. Because all the blades in a runner
are of the same geometrical shape, only one- or two-flow passage models are commonly used for runner
simulation. A complete model is required if vibration or cavitation due to nonsymmetrical modes of
interactions between blades and vortices are to be studied. An important application of computer
simulation is in the design of runners for units used for pumped storage.

Pumped-storage schemes are becoming a very popular for smoothing out the difference between
energy demand and supply. Special care is required in the design because a runner must be designed to
act efficiently as a turbine and a pump. Because of viscous effects, a runner optimized under the turbine
mode may have poor efficiency in the pump mode. Flow in the pumping mode can be unstable and more
difficult to calculate. An LES-based analysis greatly facilitates the optimum design of this type of runner.
Figure 11.11 is an example of the calculated flow in the pump mode. A small flow separation near the

"This subsection was prepared by Professor Charles Song of the Saint Anthony Falls Laboratory, University of Minnesota.
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FIGURE 11.10 Simulated velocity field in a spiral case showing the pressure distribution on the boundaries of the
spiral case, the stay vanes, and wicket gates. (Adapted from Song et al. Hydro Rev. XIV, 104—111. With permission.)

entrance can be observed. This kind of information is very useful to determine how the blade geometry
can be modified to improve performance.

Draft tube design is an important factor in the efficiency and stability of operation of a turbine.
Although a typical draft tube geometry is somewhat simpler than that of a runner, it takes much more
advanced computational techniques to simulate its performance accurately. This is because the diffuser-
like flow produces secondary currents, three-dimensional vortex shedding, and horseshoe vortices that

Pump-turbine runner

Pressure
‘— 3.0

| | 0.0

"—_.

FIGURE 11.11 Simulation of the velocity and pressure distribution in a pump turbine runner operating in the
pumping mode. (Adapted from Song et al. Hydro Rev. XIV, 104-111. With permission.)

© 2007 by Taylor & Francis Group, LLC



11-16 Energy Conversion

are very important contributors to energy loss. Current RANS models are ineffective for this flow; at the
present time only the LES model can fulfill the requirements for draft tube simulation.

Figure 11.12 illustrates the complexity of the problem. The instantaneous pressure distribution on the
walls of an elbow-type draft tube with a divider wall is compared with the same draft tube with
the divider wall removed. A dramatic change in the flow pattern and pressure distribution occurs when
the divider wall is removed. By removing the wall, the draft tube becomes a diffuser of large angle with
very unstable flow. Clearly, the divider wall stabilizes the flow and reduces the energy loss due to vortex
shedding. These types of simulations are invaluable in evaluating draft tube performance. This is
underscored by the fact that many projects involve refurbishing existing units. Typically, only the runner
is replaced, usually with increased design flow. On many occasions, the existing draft tube is unable to
operate efficiently at higher flow rates, thus canceling out any improvements that a new runner
can provide.

FIGURE 11.12  Simulation showing a comparison of the flow in a draft tube with and without a dividing wall. (a)
The pressure patterns on the walls indicate a very asymmetrical flow pattern without a divider wall. (b) With a wall in
place, a very uniform flow pattern is evident. (Adapted from Song et al. Hydro Rev. XIV, 104-111. With permission.)
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11.6 Field Tests

Model tests and numerical simulations are only valid when geometric similitude is adhered to, i.e., the
prototype machine is not guaranteed to be an accurate reproduction of the design. In addition, approach
flow conditions, intake head losses, the effect of operating other adjacent units, etc., are not simulated in
model tests. For these reasons, field performance tests are often performed. The several different types of
field tests serve different purposes. The absolute efficiency is measured for acceptance or performance
tests. Relative efficiency is often measured when operating information or fine-tuning of turbine
performance is desired. Field tests are also carried out for commissioning a site and for various
problem-solving activities. Basic procedures are covered by codes of the American Society of Mechanical
Engineering (1992) and the International Electrotechnical Commission (1991).

The major difference between an “absolute” and a relative or index test is in the measurement of flow
rate. Net head is evaluated in the same manner for each procedure. A variety of methods for measuring
flow are code accepted. These include the pressure-time technique; tracer methods (salt velocity, dye
dilution); area velocity (Pitot tubes or current meters); volumetric (usually on captive pumped storage
sites); Venturi meters; and weirs. The thermodynamic method is actually a direct measure of efficiency.
Flow is not measured. In addition to the code-accepted methods, it has been demonstrated that acoustic
meters can measure flow in the field with comparable accuracy.

The pressure-time technique relies on measuring the change in pressure necessary to decelerate a given
mass of fluid in a closed conduit. The method requires the measurement of the piezometric head at two
cross sections spaced a distance L apart. A downstream valve or gate is necessary for this procedure. This
technique requires load rejection for each test point and the need to estimate or measure any leakage. An
adequate length of conduit is required and the conduit geometry must be accurately measured (Hecker
and Nystrom 1991).

The salt velocity method is based on measuring the transit time, between two sensors, of an injected
cloud of concentrated salt solution. Given the volume of the conduit between sensors, the flow rate may
be calculated from the average transit time. Electrodes that measure the change in conductivity of the
liquid detect the passage of the salt cloud at a given location.

The dye-dilution method is based on conservation of a tracer continuously injected into the flow.
A sufficient length for complete mixing is necessary for accurate results. The data required are the
initial concentration and injection flow rate of the tracer and the measured concentration of the fully
mixed tracer at a downstream location. The method is quite simple, but care is necessary to achieve
precise results.

In principle, area-velocity measurements are also quite simple. Pitot tubes or propeller-type current
meters are used to measure point velocities that are integrated over the flow cross section. The method is
applicable to closed conduits or open channels. A relatively uniform velocity distribution is necessary for
accurate results. A single unit can be traversed across the conduit or a fixed or movable array of
instruments can be used to reduce the time for data collection.

The thermodynamic method is a direct indication of turbine efficiency. Flow rate is not measured. In its
simplest form, the method assumes adiabatic conditions, i.e., no heat transfer from the flow to its
surroundings. Under these conditions, the portion of available energy not utilized in the machine to
produce useful work results in increased internal energy of the fluid, which is sensed as an increase
in temperature.

Acoustic flow meters have been developed that produce results with a precision equal to or greater than
the code-accepted methods. Flow velocity is determined by comparing acoustic travel times for paths
diagonally upstream and downstream between pairs of transducers. The speed of sound is assumed
constant. The difference in travel time is related to the component of flow velocity along the acoustic path
(increased travel time upstream, decreased travel time downstream). An extensive evaluation and
comparison of this method has been reported (Sullivan 1983).
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Index tests circumvent the problem of accurate flow measurement by measuring relative flow detected
by the differential pressure between two points in the water passages leading to the runner. Often the
differential pressure is measured with Winter—Kennedy taps positioned at the inner and outer radii of the
spiral case of a turbine. Calibration of properly placed Winter—Kennedy taps shows that flow rate is very
closely proportional to the square root of the pressure difference. Index testing is useful for calibration
of relative power output vs. gate opening and for optimizing the various combinations of gate opening
and blade setting in Kaplan units. The use of index testing to optimize cam settings in Kaplan turbines
has resulted in substantial increases in weighted efficiency (i.e., a flatter efficiency curve over the full
range of operation).

Defining Terms

Draft tube: the outlet conduit from a turbine that normally acts as a diffuser. This is normally considered
an integral part of the unit.

Forebay: the hydraulic structure used to withdraw water from a reservoir or river. This can be positioned
a considerable distance upstream from the turbine inlet.

Head: the specific energy per unit weight of water. Gross head is the difference in water surface
elevation between the forebay and tailrace. Net head is the difference between total head (the sum
of velocity head, V?/2g, pressure head, p/pg, and elevation head, z), at the inlet and outlet of a
turbine. Some European texts use specific energy per unit mass, for example, specific kinetic
energy is V?/2.

Pumped storage: a scheme in which water is pumped to an upper reservoir during off-peak hours and
used to generate electricity during peak hours.

Runner: the rotating component of a turbine in which energy conversion takes place.

Specific speed: a universal number for a given machine design.

Spiral case: the inlet to a reaction turbine.

Surge tank: a hydraulic structure used to diminish overpressures in high-head facilities due to water
hammer resulting from the sudden stoppage of a turbine.

Wicket gates: pivoted, streamlined guide vanes that control the flow of water to the turbine.

References

American Society of Mechanical Engineers. 1992. Power Test Code 18.

Arndt, R. E. A. 1981. Cavitation in fluid machinery and hydraulic structures. Ann. Rev. Fluid Mech., 13,
273-328.

Arndt, R. E. A. 1991. Hydraulic turbines. In Hydropower Engineering Handbook, J. S. Gulliver and R. E. A.
Arndt, eds., pp. 4.1-4.67. McGraw-Hill, New York.

Arndt, R. E. A, Keller, A., and Kjeldsen, M. 2000. Unsteady operation due to cavitation. Proc. 20th JAHR
Symp. Hydraulic Machinery Syst., Charlotte, NC, August.

Bureau of Reclamation. 1966. Selecting Hydraulic Reaction Turbines. Engineering Monograph No. 20.

Daily, J. W. 1950. Hydraulic machinery. In Engineering Hydraulics, H. Rouse, ed., Wiley, New York.

Fisher, R. K. and Beyer, J. R. 1985. The value of model testing for hydraulic turbines. Proc. Am. Power
Conf., ASME 47, 1122-1128.

Goede, E., Cuenod, R., Grunder, R., and Pestalozzi, J. 1991. A new computer method to optimize turbine
design and runner replacement. Hydro Rev., X (1), 76—88. February.

Hecker, G. E. and Nystrom, J. B. 1991. Which flow measurement technique is best? Hydro Rev., 6 (3),
June.

International Electrotechnical Commission. 1991. International Code for the Field Acceptance Tests of
Hydraulic Turbines. Publication 41. International Electrotechnical Commission.

© 2007 by Taylor & Francis Group, LLC



Hydraulic Turbines 11-19

Raabe, J. 1985. Hydro Power: The Design, Use, and Function of Hydromechanical, Hydraulic, and Electrical
Equipment. VDI Verlag, Dusseldorf, Germany.

Song, C. C. S., Chen, X., He, J., Chen, C., and Zhou, E 1995. Using computational tools for hydraulic
design of hydropower plants. Hydro Rev., XIV (4), 104-111, July.

Sullivan, C. W. 1983. Acoustic flow measurement systems: economical, accurate, but not code accepted.
Hydro Rev., 6 (4), August.

Wahl, T. L. 1994. Draft tube surging times two: the twin vortex problem. Hydro Rev., 13 (1), 60—69.

For Further Information

J. Fluids Eng. Published quarterly by the ASME.

ASME Symposia Proc. on Fluid Machinery and Cavitation. Published by the Fluids Eng. Div.

Hydro Rev., Published eight times per year by HCI Publications, Kansas City, MO.

Moody, L. F. and Zowski, T. 1992. Hydraulic machinery. In Handbook of Applied Hydraulics, C. V. Davis
and K. E. Sorenson, eds., McGraw-Hill, New York.

Waterpower and Dam Construction. Published monthly by Reed Business Publishing, Surrey, U.K.

© 2007 by Taylor & Francis Group, LLC






12

Stirling Engines

121 Introduction ... 12-1
122 Thermodynamic Implementation
of the Stirling Cycle ....c.ouvcuerreeereecrrrecrrecereceeerenee 12-2

Working Gases . Heat Exchange . Power Control
12.3  Mechanical Implementation of the Stirling Cycle.......... 12-4

Piston/Displacer Configurations . Piston/Displacer
Drives . Seals and Bearings . Materials

12.4  Future of the Stirling Engine.....c.cccccccoevevecceeeeenunnnnne 12-9
DefINiNg TerMS...cucuveuruceeireceetreeeeieeeeereeseeseesesesessesesesseseaesessesesens 12-9
William B. Stine RETETOIICES <o e et e e e e e e e e et e e eeeeeeeeeseeeeeeeeesesseseesesaseneas 12-10
California State Polytechnic University For Further Information ........ccoeeeeeeveeereceeeeieeeeeereseeeeeesevenne 12-11

12.1 Introduction

The Stirling engine was patented in 1816 by Rev. Robert Stirling, a Scottish minister (Figure 12.1). Early
Stirling engines were coal-burning, low-pressure air engines built to compete with saturated steam
engines for providing auxiliary power for manufacturing and mining. In 1987, John Ericsson built
an enormous marine Stirling engine with four 4.2-m-diameter pistons. Beginning in the 1930s, the
Stirling engine was brought to a high state of technology development by Philips Research Laboratory in
Eindhoven, The Netherlands, with the goal of producing small, quiet electrical generator sets to be
used with high-power-consuming vacuum tube electronic devices. Recently, interest in Stirling engines
has resurfaced, with solar electric power generation (Stine and Diver 1994) and hybrid automotive
applications in the forefront.

In theory, the Stirling cycle engine can be the most efficient device for converting heat into mechanical
work with high efficiencies requiring high-temperatures. In fact, with regeneration, the efficiency of the
Stirling cycle equals that of the Carnot cycle, the most efficient of all ideal thermodynamic cycles. [See
West (1986) for further discussion of the thermodynamics of Stirling cycle machines.]

Since their invention, prototype Stirling engines have been developed for automotive purposes; they
have also been designed and tested for service in trucks, buses, and boats (Walker 1973). The Stirling
engine has been proposed as a propulsion engine in yachts, passenger ships, and road vehicles such as city
buses (Meijer 1992). The Stirling engine has also been developed as an underwater power unit for
submarines, and the feasibility of using the Stirling for high-power space-borne systems has been
explored by NASA (West 1986). The Stirling engine is considered ideal for solar heating, and the first
solar application of record was by John Ericsson, the famous British—-American inventor, in 1872 (Stine
and Diver 1994).

Stirling engines are generally externally heated engines. Therefore, most sources of heat can be used to
drive them, including combustion of just about anything, radioisotopes, solar energy, and exothermic
chemical reactions. High-performance Stirling engines operate at the thermal limits of the materials used

12-1
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FIGURE 12.1 The original patent Stirling engine of Rev. Robert Stirling.

for their construction. Typical temperatures range from 650 to 800°C (1200°F-1470°F), resulting in
engine conversion efficiencies of around 30%-40%. Engine speeds of 2000-4000 rpm are common.

12.2 Thermodynamic Implementation of the Stirling Cycle

In the ideal Stirling cycle, a working gas is alternately heated and cooled as it is compressed and
expanded. Gases such as helium and hydrogen, which permit rapid heat transfer and do not change
phase, are typically used in the high-performance Stirling engines. The ideal Stirling cycle combines four
processes, two constant-temperature heat-exchange processes and two constant-volume heat-exchange
processes. Because more work is done by expanding high-temperature, high-pressure gas than is required
to compress low-temperature, low-pressure gas, the Stirling cycle produces net work, which can drive an
electric alternator or other mechanical devices.

12.2.1 Working Gases

In the Stirling cycle, the working gas is alternately heated and cooled in constant-temperature and
constant-volume processes. The traditional gas for Stirling engines has been air at atmospheric pressure.
At this pressure, air has a reasonably high density and therefore can be used directly in the cycle with loss
of working gas through seals a minor problem. However, internal component temperatures are limited
because of the oxygen in air which can degrade materials rapidly.

Because of their high heat-transfer capabilities, hydrogen and helium are used for high-speed, high-
performance Stirling engines. To compensate for the low density of these gases, the mean pressure of the
working gas is raised by charging the gas spaces in the engine to high pressures. Compression and
expansion vary above and below this charge pressure. Hydrogen, thermodynamically a better choice,
generally results in more-efficient engines than does helium (Walker 1980). Helium, on the other hand,
has fewer material-compatibility problems and is safer to work with. To maximize power, high-
performance engines typically operate at high pressure, in the range of 5-20 MPa (725-2900 psi).
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Operation at these high gas pressures makes sealing difficult, and seals between the high-pressure region
of the engine and those parts at ambient pressure have been problematic in some engines. New designs to
reduce or eliminate this problem are currently being developed.

12.2.2 Heat Exchange

The working gas is heated and cooled by heat exchangers that add heat from an external source, or reject
heat to the surroundings. Further, in most engines, an internal heat storage unit stores and rejects heat
during each cycle.

The heater of a Stirling engine is usually made of many small-bore tubes that are heated externally with
the working gas passing through the inside. External heat transfer by direct impingement of combustion
products or direct adsorption of solar irradiation is common. A trade-off between high heat-transfer rate
using many small-bore tubes with resulting pumping losses, and fewer large-bore tubes and lower
pumping losses drives the design. A third criterion is that the volume of gas trapped within these heat
exchangers should be minimal to enhance engine performance. In an attempt to provide more uniform
and constant-temperature heat transfer to the heater tubes, reflux heaters are being developed (Stine and
Diver 1994). Typically, by using sodium as the heat-transfer medium, liquid is evaporated at the heat
source and is then condensed on the outside surfaces of the engine heater tubes.

The cooler is usually a tube-and-shell heat exchanger. Working gas is passed through the tubes, and
cooling water is circulated around the outside. The cooling water is then cooled in an external heat
exchanger. Because all of the heat rejected from the power cycle comes from the cooler, the Stirling engine
is considered ideal for cogeneration applications.
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FIGURE 12.2 Stirling Thermal Motors 4-120 variable swash plate Rinia configuration engine. (Courtesy Stirling
Thermal Motors, Ann Arbor, Michigan.)
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Most Stirling engines incorporate an efficiency-enhancing regenerator that captures heat from the
working gas during constant-volume cooling and replaces it when the gas is heated at constant volume.
Heating and cooling of the regenerator occurs at over 60 times a second during high-speed engine
operation. In the ideal cycle, all of the heat-transferred during the constant volume heating and cooling
processes occurs in the regenerator, permitting the external heat addition and rejection to be efficient
constant-temperature heat-transfer processes. Regenerators are typically chambers packed with fine-
mesh screen wire or porous metal structures. There is enough thermal mass in the packing material to
store all of the heat necessary to raise the temperature of the working gas from its low to its high
temperature. The amount of heat stored by the regenerator is generally many times greater than the
amount added by the heater.

12.2.3 Power Control

Rapid control of the output power of a Stirling engine is highly desirable for some applications such as
automotive and solar electric applications. In most Stirling engine designs, rapid power control is
implemented by varying the density (i.e., the mean pressure) of the working gas by bleeding gas from the
cycle when less power is desired. To return to a higher power level, high-pressure gas must be
reintroduced into the cycle. To accomplish this quickly and without loss of working gas, a complex
system of valves, a temporary storage tank, and a compressor are used.

A novel method of controlling the power output is to change the length of stroke of the power piston.
This can be accomplished using a variable-angle swash plate drive as described below. Stirling Thermal
Motors, Inc., uses this method on their STM 4-120 Stirling engine (Figure 12.2).

12.3 Mechanical Implementation of the Stirling Cycle

12.3.1 Piston/Displacer Configurations

To implement the Stirling cycle, different combinations of machine components have been designed to
provide for the constant-volume movement of the working gas between the high- and low-temperature
regions of the engine, and compression and expansion during the constant-temperature heating and
cooling. The compression and expansion part of the cycle generally take place in a cylinder with a piston.
Movement of the working gas back and forth through the heater, regenerator, and cooler at constant
volume is often implemented by a displacer. A displacer in this sense is a hollow plug that, when moved
to the cold region, displaces the working gas from the cold region causing it to flow to the hot region and
vice versa. Only a small pressure difference exists between either end of the displacer, and therefore,
sealing requirements and the force required to move it are minimal.

Three different design configurations are generally used (Figure 12.3). Called the alpha-, beta-, and
gamma-configurations. Each has its distinct mechanical design characteristics, but the thermodynamic
cycle is the same. The alpha-configuration uses two pistons on either side of the heater, regenerator, and
the cooler. These pistons first move uniformly in the same direction to provide constant-volume
processes to heat or cool the gas. When all of the gas has been moved into one cylinder, one piston
remains fixed and the other moves to compress or expand the gas. Compression work is done by the cold
piston and expansion work done on the hot piston. The alpha-configuration does not use a displacer.
The Stirling Power Systems V-160 engine (Figure 12.4) is an example of this configuration.

A variation on using two separate pistons to implement the alpha-configuration is to use the front and
back side of a single piston called a double-acting piston. The volume at the front side of one piston is
connected, through the heater, regenerator, and cooler, to the volume at the back side of another piston.
With four such double-acting pistons, each 90° out of phase with the next, the result is a four-cylinder
alpha-configuration engine. This design is called the Rinia or Siemens configuration and the United
Stirling 4-95 (Figure 12.5) and the Stirling Thermal Motors STM 4-120 (Figure 12.2) are
current examples.
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FIGURE 12.3 Three fundamental mechanical configurations for Stirling engines.

The beta-configuration is a design incorporating a displacer and a power piston in the same cylinder.
The displacer shuttles gas between the hot end and the cold end of the cylinder through the heater,
regenerator, and cooler. The power piston, usually located at the cool end of the cylinder, compresses the
working gas when the gas is in the cool end and expands the working gas when the gas has been moved to
the hot end. The original patent engine by Robert Stirling and most free-piston Stirling engines discussed
below are of the beta-configuration.

The third configuration, using separate cylinders for the displacer and the power piston, is called the
gamma-configuration. Here, the displacer shuttles gas between the hot end and the cold end of a
cylinder through the heater, regenerator, and cooler, just as with the beta-configuration. However, the
power piston is in a separate cylinder, pneumatically connected to the displacer cylinder.

12.3.2 Piston/Displacer Drives

Most Stirling engine designs dynamically approximate the Stirling cycle by moving the piston and
displacer with simple harmonic motion, either through a crankshaft, or bouncing as a spring/mass
second-order mechanical system. For both, a performance penalty comes from the inability of simple
harmonic motion to perfectly follow the desired thermodynamic processes. A more desirable dynamic
from the cycle point of view, called overdriven or bang—bang motion, has been implemented in some
designs, most notably the Ringbom configuration and engines designed by Ivo Kolin (West 1986).
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Kinematic Engines. Stirling engine designs are usually categorized as either kinematic or free-piston.
The power piston of a kinematic Stirling engine is mechanically connected to a rotating output shaft. In
typical configurations, the power piston is connected to the crankshaft with a connecting rod. In order to
eliminate side forces against the cylinder wall, a cross-head is often incorporated, where the connecting
rod connects to the cross-head, which is laterally restrained so that it can only move linearly in the same
direction as the piston. The power piston is connected to the cross-head and therefore experiences no
lateral forces. The critical sealing between the high-pressure and low-pressure regions of the engine can
now be created using a simple linear seal on the shaft between the cross-head and the piston. This design
also keeps lubricated bearing surfaces in the low-pressure region of the engine, reducing the possibility of
fouling heat-exchange surfaces in the high-pressure region of the engine. If there is a separate displacer
piston as in the beta- and gamma-configurations, it is also mechanically connected to the output shaft.

A variation on crankshaft/cross-head drives is the swash plate or wobble-plate drive, used with
success in some Stirling engine designs. Here, a drive surface affixed to the drive shaft at an angle, pushes
fixed piston push rods up and down as the slanted surface rotates beneath. The length of stroke for
the piston depends on the angle of the plate relative to the axis of rotation. The STM 4-120 engine
(Figure 12.2) currently being commercialized by Stirling Thermal Motors incorporates a variable-angle
swash plate drive that permits variation in the length of stroke of the pistons.

Free-Piston Engine/Converters. An innovative way of accomplishing the Stirling cycle is employed in the
free-piston engine. In this configuration, the power piston is not mechanically connected to an output
shaft. It bounces alternately between the space containing the working gas and a spring (usually a gas
spring). In many designs, the displacer is also free to bounce on gas springs or mechanical springs
(Figure 12.6). This configuration is called the Beale free-piston Stirling engine after its inventor, William
Beale. Piston stroke, frequency, and the timing between the two pistons are established by the dynamics
of the spring/mass system coupled with the variations in cycle pressure. To extract power, a magnet can
be attached to the power piston and electric power generated as it moves past stationary coils. These
Stirling engine/alternator units are called free-piston Stirling converters. Other schemes for extracting
power from free-piston engines, such as driving a hydraulic pump, have also been considered.
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FIGURE 12.5 The 4-95 high-performance Siemens configuration Rinia engine by United Stirling (Malmo, Sweden).
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FIGURE 12.6 Basic components of a Beale free-piston Stirling converter incorporating a sodium heat pipe receiver
for heating with concentrated solar energy.
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Free-piston Stirling engines have only two moving parts, and therefore the potential advantages of
simplicity, low cost, and ultra-reliability. Because electricity is generated internally, there are no dynamic
seals between the high-pressure region of the engine and ambient, and no oil lubrication is required.

This design promises long lifetimes with minimal maintenance. A number of companies are currently
developing free-piston engines including Sunpower, Inc. (Figure 12.7), and Stirling Technology
Company.

12.3.3 Seals and Bearings

Many proposed applications for Stirling engine systems require long-life designs. To make systems
economical, a system lifetime of at least 20 years with minimum maintenance is generally required.
Desired engine lifetimes for electric power production are 40,000-60,000 h—approximately ten times
longer than that of a typical automotive internal combustion engine. Major overhaul of engines, including
replacement of seals and bearings, may be necessary within the 40,000- to 60,000-h lifetime, which adds to
the operating cost. A major challenge, therefore, in the design of Stirling engines is to reduce the potential
for wear in critical components or to create novel ways for them to perform their tasks.

Piston seals differ from those used in internal combustion engines in a number of ways. Sealing of the
power piston is critical since blow-by loss of the hydrogen or helium working gas must be captured and
recompressed, or replaced from a high-pressure cylinder. Displacer sealing is less critical and only
necessary to force most of the working gas through the heater, regenerator, and cooler. Oil for friction
reduction or sealing cannot be used because of the danger of it getting into the working gas and fouling
the heat-exchange surfaces. This leads to two choices for sealing of pistons, using polymer sealing rings
or gas bearings (simply close tolerance fitting between piston and wall).

Free-piston engines with gas springs have special internal sealing problems. Small leakage can change
the force-position characteristics of the “spring” and rapidly upset the phase and displacement dynamics
designed into the engine. In order to prevent this, centering ports are used to ensure that the piston stays
at a certain location; however, these represent a loss of potential work from the engine.

Stationary | N i
alternator ¥ " o
coils \f’ | fop F———" Magnets
= B
i Power
g * piston
Regenerator
Heater

tubes

FIGURE 12.7 The Sunpower 9-kWe free-piston beta-configuration Stirling engine.

© 2007 by Taylor & Francis Group, LLC



Stirling Engines 12-9

12.3.4 Materials

Materials used in Stirling engines are generally normal steels with a few exceptions. Materials that can
withstand continuous operation at the cycle high temperature are required for the heater, regenerator,
and the hot side of the displacement volume. Because most engines operate at high pressure, thick walls
are often required. In the hot regions of the engine, this can lead to thermal creep due to successive
heating and cooling. In the cool regions, large spaces for mechanical linkages can require heavy, thick
walls to contain the gas pressure. Use of composite structure technology or reducing the size of the
pressurized space can eliminate these problems.

12.4 Future of the Stirling Engine

The principal advantages of the Stirling engine, external heating and high efficiency, make this the engine
of the future, replacing many applications currently using internal combustion engines and providing
access to the sun as an inexpensive source of energy (Figure 12.6). For hybrid-electric automotive
applications, the Stirling engine is not only almost twice as efficient as modern spark-ignition engines,
but because of the continuous combustion process, it burns fuel more cleanly and is not sensitive to the
quality or type of fuel. Because of the simplicity of its design, the Stirling engine can be manufactured as
an inexpensive power source for electricity generation using biomass and other fuels available in
developing nations.

Most importantly, the Stirling engine will provide access to inexpensive solar energy. Because it can
receive its heat from a resource 93 million miles away using concentrating solar collectors, and because its
manufacture is quite similar to the gasoline or diesel engine, and because economies of scale are certain
when producing thousands of units per year, the Stirling engine is considered to be the least expensive
alternative for solar energy electric generation applications in the range from 1 kWe to 100 MWe.

Defining Terms

Alpha-configuration: Design of a Stirling engine where two pistons moving out of phase, and cause the
working gas between them to go through the four processes of the Stirling cycle.

Beale free-piston Stirling engine: Stirling engine configuration where the power piston and displacer in
a single cylinder are free to bounce back and forth along a single axis, causing the enclosed working
gas to go through the four processes of the Stirling cycle. Restoration forces are provided by the
varying pressure of the working gas, springs (gas or mechanical), and the external load which can be a
linear alternator or a fluid pump.

Beta-configuration: Design of a Stirling engine where the displacer and power piston are located in the
same cylinder and cause the enclosed working gas to go through the four processes of the
Stirling cycle.

Blow-by: The gas that leaks past a seal, especially a piston-to-cylinder seal.

Charge pressure: Initial pressure of the working gas.

Cooler: Heat exchanger that removes heat from the working fluid and transfers it out of the cycle.

Cross-head: A linear sliding bearing surface connected to a crankshaft by a connecting rod. It is purpose
is to provide linear reciprocating motion along a single line of action.

Displacer: Closed volume ‘plug’ that forces the working fluid to move from one region of the engine to
another by displacing it.

Double-acting piston: A piston in an enclosed cylinder where pressure can be varied on both sides of the
piston, resulting a total amount of work being the sum of that done on or by both sides.

Dynamic seals: Seals that permit transfer of motion without permitting gas or oil leakage. These can be
either linear seals permitting a shaft to move between two regions (i.e., the piston rod seals in a
Stirling engine), or rotating seals that permit rotating motion to be transmitted from one region to
another (i.e., the output shaft of a Stirling engine).
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Free-piston Stirling converters: A name given to a hermetically sealed free-piston Stirling engine
incorporating an internal alternator or pump.

Gamma-configuration: A design of a Stirling engine where the displacer and power piston are located in
separate, connected cylinders and cause the enclosed working gas to go through the four processes of
the Stirling cycle.

Gas bearing: A method of implementing the sliding seal between a piston and cylinder as opposed to
using piston rings. Uses a precision-fitting piston that depens on the small clearance and long path
for sealing and on the viscosity of the gas for lubrication.

Gas spring: A piston that compresses gas in a closed cylinder where the restoration force is linearly
proportional to the piston displacement. This is a concept used in the design of free-piston
Stirling engines.

Heater: A heat exchanger which adds heat to the working fluid from an external source.

Kinematic Stirling engine: Stirling engine design that employ physical connections between the power
piston, displacer, and a mechanical output shaft.

Linear seal: see dynamic seals.

Overdriven (bang-bang) motion: Linear motion varying with time as a square-wave function. An
alternative to simple harmonic motion and considered a better motion for the displacer of a Stirling
engine but difficult to implement.

Phase angle: The angle difference between displacer and power piston harmonic motion with a complete
cycle representing 360°. In most Stirling engines, the harmonic motion of the power piston follows
(lags) the motion of the displacer by approximately 90°.

Push rod: A thin rod connected to the back of the piston that transfers linear motion through a dynamic
linear seal, between the low- and high-pressure regions of an engine.

Reflux: A constant-temperature heat-exchange process where a liquid is evaporated by heat addition and
then condensed as a result of cooling.

Regenerator: A heat-transfer device that stores heat from the working gas during part of a
thermodynamic cycle and returns it during another part of the cycle. In the Stirling cycle the
regenerator stores heat from one constant-volume process and returns it in the other constant-
volume process.

Ringbom configuration: A Stirling engine configuration where the power piston is kinematically
connected to a power shaft, and the displacer is a free piston that is powered by the difference in
pressure between the internal gas and atmospheric pressure.

Simple harmonic motion: Linear motion varying with time as a sine function. Approximated by a piston
connected to a crankshaft or a bouncing of a spring mass system.

Stirling cycle: A thermodynamic power cycle with two constant-volume heat addition and rejection
processes and two constant-temperature heat-addition and rejection processes.

Swash plate drive: A disk on a shaft, where the plane of the disk is tilted away from the axis of rotation of
the shaft. Piston push rods that move parallel to the axis of rotation but are displaced from the axis of
rotation, slide on the surface of the rotating swash plate and therefore move up and down.

Variable-angle swash plate drive: A swash plate drive where the tilt angle between the drive shaft and the
plate can be varied, resulting in a change in the displacement of the push rods.

Wobble plate drive: Another name for a swash plate drive.

Working gas: Gas within the engine that exhibits pressure and temperature change as it is heated or
cooled and/or compressed or expanded.
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13.1 Introduction

The generation of electric power from fossil fuels has seen continuing, and in some cases dramatic,

technical advances over the last 20-30 years. Technology improvements in fossil fuel combustion have

been driven largely by the need to reduce emissions and conserve fossil fuel resources, as well as by the
economics of the competitive marketplace. The importance of fossil fuel-fired electric generation to
the world is undeniable—more than 70% of all power in the U.S. is fossil fuel-based; worldwide the
percentage is higher, and growing. Today, although most large power plants worldwide burn coal,

generating companies increasingly are turning to natural gas, particularly when the cost of gas-fired

© 2007 by Taylor & Francis Group, LLC

13-1



13-2 Energy Conversion

generation and the long-term supply of gas appear favorable. This section reviews the current status and
likely future deployment of competing generation technologies based on fossil fuels.

It is likely, particularly in the developed world, that gas turbine-based plants will continue to dominate
the new generation market in the immediate future. The most advanced combustion turbines now
achieve more than 40% lower heating value (LHV) efficiency in simple cycle mode and greater than 50%
efficiency in combined cycle mode. In addition, combustion turbine/combined cycle (CT/CC) plants
offer siting flexibility, swift construction schedules, and capital costs between $400 and $800/kW. These
advantages, coupled with adequate natural gas supplies (though new wells and pipelines will be needed in
the U.S.) and the assurance, in the longer term, of coal gasification back-up, make this technology
currently the prime choice for green field and repowered plants in the U.S. and Europe.

However, the developing world, particularly China and India, have good reasons why the coal-fired
power plant may still be the primary choice for many generation companies. Fuel is plentiful and
inexpensive, and sulfur dioxide scrubbers have proved to be more reliable and effective than early plants
indicated. In fact, up to 99% SO, removal efficiency is now possible. Removal of nitrogen oxides is also
well advanced with over 95% removal possible using selective catalytic reduction (SCR). Ways to remove
mercury are currently under study, and the issue of carbon dioxide control and sequestration from fossil
plants is receiving renewed attention as ways to control global warming are pursued.

Combustion of coal can occur in three basic forms: direct combustion of pulverized coal; combustion
of coal in a suspended bed of coal and inert matter; and coal gasification. The pulverized coal (PC) plant,
the most common form of coal combustion, has the capability for much improved efficiency even with
full flue gas desulfurization because ferritic materials technology has now advanced to the point at
which higher steam pressures and temperatures are possible. Advanced supercritical PC plants are
moving ahead commercially, particularly in Japan and Europe. Even higher steam conditions for PC
plants, perhaps using nickel-based superalloys, are under study.

Worldwide, the application of atmospheric fluidized bed combustion (AFBC) plants has increased;
these plants offer reductions in SO, and NO, while permitting the efficient combustion of vast deposits of
low-rank fuels such as lignites. Since the early 1990s, AFBC boiler technology power—with its advantage
of in-furnace SO, capture with limestone—has become established worldwide as a mature, reliable
technology for the generation of steam and electricity. In fact, the major impetus in the widespread
deployment of this relatively new boiler technology since the mid-1980s has been its resemblance to a
conventional boiler with the added capability for in-situ SO, capture, which could eliminate or reduce
the need for flue gas desulfurization.

Coal gasification power plants are operating at the 250- to 300-MW level. Much of the impetus came
from the U.S. DOE clean coal program where two gasification projects are in successful commercial
service. Large gasification plants for power are also in operation in Europe. Gasification with combined
cycle operation not only leads to minimum atmospheric (SO, and NO,) and solid emissions, but also
provides an opportunity to take advantage of new gas turbine advances. With the rapid advances now
being introduced in combustion turbine technology, the coal gasification option is seen as a leading
candidate for new plant construction within the first half of the 21st century.

13.2 Fuels for Electric Power Generation in the U.S.

The Energy Information Administration listed 498 GW of fossil-steam generating facilities in the U.S. in
1999. This included 407 GW at utilities and 91 GW at nonutilities. Coal-fired units dominated with 1393
units capable of generating 305 GW. All told, fossil-steam plants generate more than 70% of all electric
energy in the country (Figure 13.1); these aging units (on average more than 30 years old) will remain the
foundation of the power industry for the immediate future.

The U.S. electric power industry burns about $30 billion worth of fossil fuels each year, accounting for
70%-80% of the operating costs of fossil-fired plants. Coal dominates and recent changes to the fuel
mixes include:
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FIGURE 13.1 U.S. installed capacity by fuel percentage.

e A mix of eastern high-sulfur coal with low-sulfur, low-cost western coals, often from Powder
River Basin (PRB) deposits in Montana and Wyoming. Compared with eastern bituminous coals,
PRB coals have lower heating value, sulfur and ash, but higher moisture content and finer size.

¢ A mix of 10%—-20% gas with coal in a boiler designed for coal firing.

e Orimulsion, a bitumen-in-water emulsion produced only from the Orinoco Basin in Venezuela.
This fuel is relatively high in sulfur and vanadium. Power plants that use it need to add scrubbers.

e A mix of coal with petroleum coke, a by-product of refining, whose cost is currently low but
whose sulfur content is high.

13.3 Coal as a Fuel for Electric Power (World Coal Institute 2000)

Coal is the altered remains of prehistoric vegetation that originally accumulated as plant material in
swamps and peat bogs. The accumulation of silt and other sediments, together with movements in the
Earth’s crust (tectonic movements), buried these swamps and peat bogs, often to great depth.

With burial, the plant material was subjected to elevated temperatures and pressures, which caused
physical and chemical changes in the vegetation, transforming it into coal. Initially, peat, the precursor of
coal, was converted into lignite or brown coal—coal-types with low organic maturity. Over time, the
continuing effects of temperature and pressure produced additional changes in the lignite, progressively
increasing its maturity and transforming it into what is known as sub-bituminous coals. As this process
continued, further chemical and physical changes occurred until these coals became harder and more
mature; at this point they are classified as bituminous coals. Under the right conditions, the progressive
increase in the organic maturity continued, ultimately forming anthracite.

The degree of metamorphism or coalification undergone by a coal as it matures from peat to anthracite
has an important bearing on its physical and chemical properties, and is referred to as the “rank” of the
coal. Low-rank coals, such as lignite and sub-bituminous coals, are typically softer, friable materials with
a dull, earthy appearance; they are characterized by high moisture levels and low carbon content, and
thus a low energy content. Higher rank coals are typically harder and stronger and often have a black
vitreous luster. Increasing rank is accompanied by a rise in the carbon and energy contents and a decrease
in the moisture content of the coal. Anthracite is at the top of the rank scale and has a correspondingly
higher carbon and energy content and a lower level of moisture.

Large coal deposits only formed after the evolution of land plants in the Devonian period, some 400
million years ago. Significant accumulations of coal occurred during the Carboniferous period (280-350
million years ago) in the Northern Hemisphere; the Carboniferous/Permian period (225-350 million
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FIGURE 13.2 Coals cover a spectrum from lignites (high-moisture, lower-carbon content) to bituminous and
anthracite coals (lower moisture, higher carbon content). All the coals can be burned to generate electricity.

years ago) in the Southern Hemisphere; and, more recently, the late Cretaceous period to early Tertiary
era (approximately 15-100 million years ago) in areas as diverse as the U.S., South America, Indonesia,
and New Zealand. Of all the fossil fuels, coal is the most plentiful in the world. It is geographically
dispersed, spread over 100 countries and all continents (led by Asia with 137 million tons; Eastern Europe
and the former Soviet Union with 113 million tons; and North America with 117 million tons).

Current coal reserve/production rations confirm over 200 years of resource availability. The percent of
the world reserves categorized by type and use is shown in Figure 13.2. Almost one half (48%) of the
world’s coal reserves are lignite and sub-bituminous coals, which are used primarily for
power generation.

13.4 Clean Coal Technology Development

At an increasing rate in the last few years, innovations have been developed and tested aimed at reducing
emissions through improved combustion and environmental control in the near term, and in the longer
term by fundamental changes in the way coal is preprocessed before converting its chemical energy to
electricity. Such technologies are referred to as “clean coal technologies” and described by a family of
precombustion, combustion—conversion, and postcombustion technologies. They are designed to
provide the coal user with added technical capabilities and flexibility and the world with an opportunity
to exploit its most abundant fossil source. They can be categorized as:

o Precombustion: Sulfur and other impurities are removed from the fuel before it is burned.
o Combustion: Techniques to prevent pollutant emissions are applied in the boiler while the
coal burns.
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o Postcombustion: The flue gas released from the boiler is treated to reduce its content of pollutants.
o Conversion: Coal, rather than being burned, is changed into a gas or liquid that can be cleaned and
used as a fuel.

13.4.1 Coal Cleaning

Cleaning of coal to remove sulfur and ash is well established in the U.S., with more than 400 operating
plants, mostly at mines. Coal cleaning removes primarily pyritic sulfur (up to 70% SO, reduction is
possible) and in the process increases the heating value of the coal, typically about 10% but occasionally
30% or higher. The removal of organic sulfur, chemically part of the coal matrix, is more difficult, but
may be possible using micro-organisms or through chemical methods; research is underway (Couch
1991). Heavy metal trace elements can be removed also; conventional cleaning can remove (typically)
30%—-80% of arsenic, mercury, lead, nickel, antimony, selenium, and chromium.

13.5 Pulverized-Coal Plants

In the late 1950s the first units operating at supercritical pressures were introduced, initially in the U.S.
and Germany. American Electric Power put the Philo supercritical unit in service in 1957 and
Philadelphia Electric soon followed with Eddystone 1, a unit still in active service. Today, 159
supercritical units operate in the U.S., and worldwide more than 500 supercritical units are operating
with ratings from 200 to 300 MW. Steam pressures for these units are typically 240 Bar (3500 psi), most
of them single reheat designs. Steam temperatures are usually limited to about 594°C (1100°F), in order
to utilize all-ferritic materials for thick wall components. A few (for example, Eddystone 1) utilize higher
steam temperatures. The increased pressures and temperatures provide significant efficiency improve-
ments over subcritical units, with attendant reductions in environmental emissions: SO,, NO,, CO,,
and particulates.

The greatest concentration of installed supercritical units is in the countries of the former U.S.S.R.
where the 232 units in operation provide 40% of all electric power. These units are designed at specific
sizes of 300, 500, 800, or 1200 MW, and have steam conditions typically 24 MPa/565°C/565°C. The
former U.S.S.R. has also manufactured 18 supercritical units of 300- and 500-MW output, with shaft
speeds of 3000 rpm, for China and Cuba (Oliker and Armor 1992).

In Japan more than 60 supercritical plants are in operation; 25 are coal fired with another nine due to
start up in the next 2 years. Until the early 1990s, these plants had steam conditions of
24.6 MPa/538°C/566°C but, starting in 1993, the steam temperatures of the newer plants have climbed
to the ultrasupercritical range, approaching 600°C.

There are about 60 supercritical units in Western Europe, largely in Germany, Italy (mostly oil fired),
and Denmark. In the U.S,, it is notable that the original Eddystone 1 unit, constructed in 1960, is still
operating with the highest steam pressures and temperatures in the world, 4800 psi, 1150°F (322 Bar,
610°C), more than 35 years after commissioning. After the first supercritical units were installed in the
late 1950s, early problems with these first-generation units began to surface. The majority of the
problems were related to specific designs, changes in operating conditions, or plant malfunctions
unrelated to higher pressure and temperature levels. Nevertheless, a few areas needed improvement, as
noted later, to push the envelope of operating conditions as well as to improve the reliability and
availability of these plants.

The design and material improvements that have been achieved now offset any deleterious effect of
higher steam conditions on the cyclic fatigue life of components. The net result is that current designs do
not push design margins on materials beyond the traditional margin of safety used for subcritical units;
thus, new units based on their designs should have the same, if not better, availability.
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13.5.1 Materials Advances

Higher steam temperatures (to 1150°F) and supercritical steam pressures are an important aspect of the
modern pulverized coal plant. They are possible now because of advances in ferritic materials technology
that extend life, provide greater creep and fatigue strength, and offer resistance to temper embrittlement
and, in the boiler, to coal ash corrosion (Armor et al. 1999). Of particular note in those units operating
today are:

Coextruded tubing or monotubing for superheaters and reheaters, resistant to coal ash corrosion
e Improved 9-chrome steel (P91) for steam piping, valves, headers, and casings

e Improved creep-resistant 12-chrome forgings for HP/IP turbines

e “Superclean” 3.5 NiCrMoV rotors for LP turbines that are resistant to temper embrittlement.

Because of the severe temperatures and stresses that exist throughout the boiler and turbine, alloys
have been developed that mitigate creep and creep-fatigue problems. Particularly in the headers, steam
lines, and HP and IP rotors, the impact of start—stop cycling is a concern as steam temperatures advance.
To date, it is reasonable to view 1100°F (593°C) as a steam temperature for which ferritic steels for boilers
and turbines are well established using P91 steels. It is likely that 1150°F (620°C) will be possible with
improved ferritic steels in the near future, and perhaps even 1200°F (650°C) with the addition of tungsten
as an alloying agent of steels such as P92 and P122 (Armor et al. 2003).

Additional long-term creep data may be necessary for these advanced steels. Beyond 1200°F (650°C), it
is anticipated that superalloys will replace the traditional ferritic steels for HP and IP rotors. Nickel-based
superalloys will be required for turbine forgings, as well as for superheater tubes, boiler outlet headers,
steam piping, valve bodies, and turbine casings (Dalton et al. 2001). Because of the increased thermal
expansion coefficients of these materials over ferritic steels, forging and casting thermal stresses become
an important issue in start-ups and load cycling. For this reason, it is thought that such high temperature
designs might be more suitable for base load duty in which thermal stress-caused fatigue damage is
limited, rather than for on—off or load-change operation.

13.5.2 Cycle Selection

The selection of a supercritical versus a subcritical cycle is dependent on many site-specific factors,
including fuel cost; emissions regulations; capital cost; load factor; duty; local labor rates; and perceived
reliability and availability. As to the reliability and availability of the supercritical cycle, it can match or
better the subcritical cycle for base-loaded operation because early problems in first-and second-
generation supercritical boilers and steam turbines have been overcome.

In fact, the use of subcritical cycles for the limited number of plants built in the U.S. in the last 20 years
has been mainly due to relatively low fuel costs, which eliminated the cost justification for the somewhat
higher capital costs of the higher efficiency cycles. However, in some international markets in which fuel
cost is a higher fraction of the total cost, the higher efficiency cycles offer a favorable cost-of-electricity
comparison and provide lower emissions compared to a subcritical plant. This is true in Europe
and Japan.

For future plants though, the issue on cycle selection is likely to be decided based on efficiency
considerations. The reduction of CO, emissions due to the supercritical cycle could be a deciding factor
as ways are sought to reduce global warming concerns.

13.5.3 Supercriticals

13.5.3.1 Designs in U.S.

A survey of 159 supercritical units operating in the U.S. (EPRI 1986) showed significant efficiency
advantages (up to 3%), compared to typical subcritical units, and outage rates comparable to drum units
after an initial learning period. Further studies were carried out in the early 1980s on the optimum steam

© 2007 by Taylor & Francis Group, LLC



Advanced Fossil Fuel Power Systems 13-7

TABLE 13.1 Advanced Supercritical Cycles at U.S. Locations With Double Reheat

Unit Name and Company Steam Conditions (MPa/°C/°C/°C) Design Capacity (MW)
Eddystone 1, PECO 34.3/649/565/565 325
Breed 1, AEP 24/565/565/565 450
Sporn 5, AEP 24/565/565/565 450
Eddystone 2, PECO 24/565/565/565 325
Tanners Creek 4, AEP 24/538/552/565 580
Muskingum River 5, AEP 24/538/552/565 590
Cardinal 1&2, AEP 24/538/552/565 600
Hudson 1, PSEG 24/538/552/565 400
Brayton Point 3, NEP 24/538/552/565 600
Hudson 2, PSEG 24/538/552/565 600
Big Sandy 2, AEP 24/538/552/565 760
Chalk Point 1&2, PEPCO 24/538/552/565 355
Haynes 5&6, LADWP 24/538/552/565 330
Mitchell 1&2, AEP 24/538/552/565 760
Amos 1&2 24/538/552/565 760

Note: More than 150 supercriticals operate in the U.S., although few have been installed in recent years.

pressures and temperatures for supercritical cycles (EPRI 1982) and on the materials of choice for boiler
and turbine components. As noted earlier, better materials have now been adopted worldwide for new
supercritical units and include the use of P91 (super 9 chrome) for thick wall headers, steam lines, valves,
and turbine casings.

The optimum design for a new supercritical cycle was recommended (EPRI 1985) as a 700-MW
double-reheat unit with steam conditions of 309 Bar/594/594/594°C (4500 psi, 1100/1100/1100°F). Such
units have been constructed or are in planning in Japan and Denmark. As mentioned, it is notable that
the original Eddystone 1 unit, constructed in 1960, is still operating with the highest steam pressures and
temperatures in the world (322 Bar, 610°C), more than 35 years after commissioning. Table 13.1 notes
other double-reheat units operating in the U.S.

13.5.3.2 Designs in Japan

In Japan more than 60 supercritical plants are in operation; 25 are coal fired with another nine due to
start up by 2004. Until the early 1990s, these plants had steam conditions of 24.6 MPa/538°C/566°C
(3500 psi/960°F/1000°F); however, starting in 1993, the steam temperatures of the newer plants have
climbed to the ultrasupercritical range, approaching 600°C (1100°F). The more recent of the large-scale,
coal-fired supercritical plants to come on line and those planned for commissioning by 2004 are shown in
Table 13.2 and Table 13.3, respectively. It is notable that new USC plants such as Tachibana will use
advanced ferritic steels NF616 (P92) and HCM 12A (P122).

TABLE 13.2 Recent Coal-Fired Ultrasupercritical Units in Japan

Power Plant Company Output (MW) Steam Conditions (MPa/°C/°C) Start-Up Date
Hekinann #3 Chubu 700 24.6/538/593 Apr. 1993
Noshiro #2 Tohoku 600 24.6/566/593 Dec. 1994
Nanao-Ohta #1 Hokuriku 500 24.6/566/593 Mar. 1995
Reihoku #1 Kyushu 700 24.1/566/566 Jul. 1995
Haramachi #1 Tohoku 1000 25/566/593 Jul. 1997
Maatsuura #2 EPDC 1000 24.6/593/593 Jul. 1997
Misumi #1 Chugoku 1000 25/600/600 Jun. 1998
Haramachi #2 Tohoku 1000 25/600/600 Jul. 1998
Nanoa-Ohta #2 Hokuriku 700 24.6/593/593 Jul. 1998

Note: Several other supercriticals are fired by oil or LNG.
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TABLE 13.3 New and Upcoming Coal-Fired Ultrasupercritical Units in Japan

Power Plant Company Output (MW) Steam Conditions (MPa/°C/°C) Start-Up Date
Hekinann #4 Chubu 1000 24.6/566/593 Nov. 2001
Hekinann #5 Chubu 1000 24.6/566/593 Nov. 2002
Tsuruga #2 Hokuriku 700 24.6/593/593 Oct. 2000
Tachibana-wan Shikoku 700 24.6/566/566 Jul. 2000
Karita #1 (PFBC) Kyushu 350 24.6/566/593 Jul. 2000
Reihoku #2 Kyushu 700 24.6/593/593 Jul. 2003
Tachibana-wan #1 EPDC 1050 25/600/610 Jul. 2000
Tachibana-wan #2 EPDC 1050 25/600/610 Jul. 2001
Isogo (New #1) EPDC 600 25.5/600/610 Apr. 2002
Hitachinaka #1 Tokyo 1000 24.5/600/600 2002
Maizuni #1 Kansai 900 24.1/593/593 2003
Maizuni #2 Kansai 900 24.1/593/593 2003

Note: Noticeably, these are all single reheat units; double reheat is reserved for the more expensive oil- and gas-fired units.

With few natural resources, Japan depends on efficient fossil generation plants burning coal, LNG, and
heavy oil (as well as nuclear). Efficiency has always been a key issue for resource use minimization as well
as environmental control. The Japanese supercriticals have adopted the best in European and U.S.
technologies for their plants, including the European spiral-wound boiler and the U.S. partial arc
admission turbine. Japanese steel-making is among the best in the world and the original EPRI advanced
plant studies involved the leading Japanese steel makers. The first superclean low-pressure turbine steels
(an EPRI innovation to avoid temper embrittlement) were first deployed in units at the Chubu Kawagoe
station. Material advances for ferritic steels beyond P91 have been stimulated by formulations using
tungsten as an alloying element (P92, for example).

It is noticeable in the tables that the units are of large size—sometimes a deterrent to cycling operation
because of the thermal stresses involved. However, careful adaptation of automated start-up systems and
the use of turbine by-pass systems have essentially solved today’s start-up and cycling problems. The next
generation, however, with the likely use of austenitic steels or of nickel-based superalloys will present new
design challenges.

13.5.3.3 Designs in Europe

There are more than 100 supercritical units in Europe, largely in Germany, Italy (mostly oil fired),
Holland, and Denmark. The most recent European coal-fired units with advanced supercritical steam
conditions are listed in Table 13.4. Pioneering work on supercritical machines was carried out in
Germany in the late 1950s and early 1960s, parallel with the U.S. advances. Particularly of note was the
development of the spiral-wound boiler that permitted the pressure to slide up and down without
concerns related to any departure from nucleate boiling, a situation that would severely damage boiler
tubing. These boilers are now routinely used in Japan and Europe for full sliding pressure
supercritical operation.

It is also significant that supercritical units in Germany, with double reheat, were built in unit sizes
down to 220 MW—a size that would have appeal in the U.S., where smaller sizes are often sought by
generating companies. Unit sizes are climbing in Germany, particularly as shown by the big lignite units
at Schwarze Pumpe, Lippendorf, and Niederaussem. Lignite is a major resource in Germany and in
several other European counties, such as Greece, where a lignite-fired, supercritical, district heating plant
is in construction at Florina. New advanced plants for steam conditions are seen in Denmark, where the
411-MW, double-reheat supercritical units at Skaerbeck and Nordjyllands have steam temperatures of
580°C (1050°F), and at Avedore, a single-reheat design, 600°C (1110°F).
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TABLE 13.4 Recent European Supercritical Units with Advanced Steam Conditions

Power Plant Fuel Output (MW) Steam Conditions (MPa/°C/°C/°C) Start-Up Date
Skaerbaek 3 Gas 411 29/582/580/580 1997
Nordjyllands 3 Coal 411 29/582/580/580 1998
Avedore Qil, biomass 530 30/580/600 2000
Schopau A,B Lignite 450 28.5/545/560 1995-1996
Schwarze Pumpe Lignite 800 26.8/545/560 1997-1998

AB
Boxberg Q,R Lignite 818 26.8/545/583 1999-2000
Lippendorf R,S Lignite 900 26.8/554/583 1999-2000
Bexbach II Coal 750 25/575/595 1999
Niederaussem K Lignite 1000 26.5/576/599 2002

Note: The trend in Europe appears to be in the direction of larger unit sizes.

13.6 Emissions Controls for Pulverized Coal Plants (Armor and
Wolk 2002)

Today, worldwide, about 40% of electricity is generated from coal and the total installed coal-fired
generating capacity is more than 1000 GW, largely made up of 340 GW in North America; 220 GW in
Western Europe, Japan, and Australia; 250 GW in Eastern Europe and the former U.S.S.R.; and 200 GW
in China and India. More than 200 GW of new coal capacity has been added since 1990. Thus, together
with the potential impact of carbon dioxide emissions contributing to global warming, the control of
particulates, sulfur dioxides and nitrogen oxides from those plants is one of the most pressing needs
of today and the future. To combat these concerns, a worldwide move toward environmental retrofitting
of older fossil-fired power plants is underway, focused largely on sulfur dioxide scrubbers and
combustion or postcombustion optimization for nitrogen oxides. Carbon dioxide control and
sequestration options are now under study worldwide.

13.6.1 Conventional Lime/Limestone Wet Scrubber

The dominant SO, scrubbing system is the wet limestone design because limestone costs one quarter that
of lime as a reagent. In this system (Figure 13.3), the limestone is ground and mixed with water in a
reagent preparation area. It is then conveyed to a spray tower, called an absorber, as a slurry of 90% water
and 10% solids, and sprayed into the flue gas stream. The SO, in the flue gas is absorbed in the slurry and
collected in a reaction tank where it combines with the limestone to produce water and calcium sulfate or
calcium sulfate crystals. A portion of the slurry is then pumped to a thickener where these solids/crystals
settle out before going to a filter for final dewatering. Mist eliminators installed in the system ductwork at
the spray tower outlet collect slurry/moisture entrained in the flue gas stream. Calcium sulfate is typically
mixed with flyash (1:1) and lime (5%) and disposed of in a landfill.

Various improvements can be made to this basic process, including the use of additives for
performance enhancement and the use of a hydrocyclone for dewatering, replacing the thickener and
leading to a saleable gypsum byproduct. The Chiyoda-121 process (Figure 13.4) reverses the classical
spray scrubber and bubbles the gas through the liquid. This eliminates the need for spray pumps, nozzle
headers, separate oxidation towers, and thickeners. The Chiyoda process was demonstrated in a DOE
Clean Coal Technology project on a 100-MW unit at the Yates plant of Georgia Power Company.

13.6.2 Spray Drying

Spray drying (Figure 13.5) is the most advanced form of dry SO, control technology. Such systems tend
to be less expensive than wet FGD but remove typically a smaller percentage of the sulfur (90% compared
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FIGURE 13.3 The conventional lime/limestone wet scrubber is the dominant system in operation in the U.S. With
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FIGURE 13.5 Spray driers use a calcium oxide reagent mixed with water, which is dried by the flue gas. A dry
product is collected in a fabric filter.

with 98%). They are usually used when burning low-sulfur coals and utilize fabric filters for particle
collection, although recent tests have shown applicability to high-sulfur coals also.

Spray driers use a calcium oxide reagent (quicklime) that, when mixed with water, produces a calcium
hydroxide slurry. This slurry is injected into the spray drier where it is dried by the hot flue gas. As the
drying occurs, the slurry reacts to collect SO,. The dry product is collected at the bottom of the spray
tower and in the downstream particulate removal device where further SO, removal may take place. It
may then be recycled to the spray drier to improve SO, removal and alkali utilization.

For small, older power plants with existing electrostatic precipitators (ESPs), the most cost effective
retrofit spray dry configuration locates the spray dryer and fabric filter downstream of the ESP, separating
in this manner the spray dryer and fly ash waste streams. The fly ash can then be sold commercially.

13.6.3 Control of Nitrogen Oxides

Nitrogen oxides can be removed during or after coal combustion. The least expensive option, and the one
generating the most attention in the U.S., is combustion control, first through adjustment of the fuel-air
mixture, and second through combustion hardware modifications. Postcombustion processes seek to
convert NO, to nitrogen and water vapor through reactions with amines such as ammonia and urea.
Selective catalytic reduction (SCR) injects ammonia in the presence of a catalyst for greater effectiveness.
The options (Figure 13.6) can be summarized as:

e Operational changes: Reduced excess air, and biased firing, including taking burners out of service
e Hardware combustion modifications: Low NO, burners, air staging, and fuel staging (reburning)
o Postcombustion modifications: Injection of ammonia or urea into the convection pass, selective

catalytic reduction (SCR), and wet or dry NO, scrubbing (usually together with SO, scrubbing)

Low NO, burners can reduce NO, by 50% and SCR by 80%, but the low NO, burner option is much
more cost effective in terms of cost per ton of NO, removed. Reburning is intermediate in cost per
removed ton and can reduce NO, 50%, or 75% in conjunction with low NO, burners.
13.6.3.1 Postcombustion Options

Selective catalytic reduction is used widely in Europe (especially in Germany, where it is installed on more
than 30,000 MW of coal-fired boilers) and in Japan, but sparingly to date in the U.S., although
applications of SCR are increasing. In an SCR, ammonia is injected into the boiler exhaust gases
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FIGURE 13.6 Control options for NO, include operational, hardware, and postcombustion modifications.

before the catalyst bank (at about 550°F-750°F). NO, and NHj then react to produce nitrogen and water;
the chemical reactions are:

4NO + 4NH; + 0, — 4N, + 6H,0
6NO, + 8NH; — 7N, + 12H,0
2NO, + 4NH; 4 0, — 3N, + 6H,0

The reaction can result in a potential NO, removal capability of more than 90%, though practical
limitations include ineffective mixing of NO, and NHj; velocity and temperature variations; NHj slip;
and gradual loss of catalyst activity. Retrofit installation of an SCR system can require considerable space,
although the reactor can be placed inside the original ductwork if NO, reduction levels are modest. This
would be difficult for coal-fired systems due to the high gas velocities. A separate reactor allows more
flexibility in design.

In general, SCR has been successful in current installations, although impacts on the boiler system have
included air heater deposition and plugging due to the formation of ammonium sulfate and bisulfate;
ammonia contamination of fly ash; and ammonia slip. SCR systems operate at significantly lower
temperatures than SNCR and are much more flexible in achieving the desired degree of NO, reduction.
These systems utilize catalyst coated metal plates to react flue gas. Inlet temperatures to the catalyst panels
are controlled by bypassing flue gas around the catalyst zone to meet the required level of NO, removal.
Clearly, an option with relatively high operational cost, it remains an effective proven method for
NO, reductions.

Selective noncatalytic combustion (SNCR) is a promising lower capital cost alternative to SCR
($10/kW versus more than $50/kW), but with lower performance (20%-35% reduction compared
with 50 to as high as 80% for SCR). In SNCR, the injection of a reagent like urea or ammonia into
the upper part of the furnace converts NO, from combustion into nitrogen; this conversion is a direct
function of furnace temperature and reagent injection rate. Usual practice is to inject the reagent into
a region of the boiler or convective pass where the temperature is in the range of 1600°F-2100°F
(871°C-1149°C). NO, reductions can range from 20 to as high as 50%, as previously stated, but are
typically in the range of 20%-35%. The level of reduction varies with the amount of nitrogen-
containing chemical injected.

One major operating issue is that the system is not very flexible because the temperature of the flue
gas at the point of ammonia injection is a function of boiler load. Additional operating issues of
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concern are the amount of unreacted ammonia (or slip) that exits the reaction zone; air heater fouling
by sulfate compounds formed by reaction between SO; and excess ammonia; plume formation; and
ammonia content of flyash. The operating cost is significant, although reagent consumption can
be controlled.

13.6.4 Control of Mercury (EPRI 2000)

Trace amounts of mercury are present in coal. Consequently, whenever it is combusted, such as in the
generation of electricity, some of this mercury is emitted into the air along with exhaust gases. Power
plant emissions account for about one third of the mercury emitted to the air from industrial sources in
the U.S., but this is only about 2%—-3% of total global mercury emissions. After power plants release
mercury, it becomes part of a global cycle.

The behavior of mercury in this cycle depends on its chemical form. Oxidized mercury (also called
ionic mercury) may fall or wash out of the air and return to the Earth relatively near its source. Elemental
mercury becomes part of the global inventory of mercury in the atmosphere, where it may remain for
months to years. Eventually, it too returns to the Earth. This deposited mercury may enter bodies of
water, directly or via runoff from surrounding soils, and enter the food chain. The ultimate
environmental concern is humans’ and animals’ ingestion of fish containing elevated levels of
mercury. Significant uncertainty and controversy remain about the contribution of individual sources
to local or regional water bodies, as well as what constitutes safe levels of mercury in fish.

The removal of mercury from coal-fired units can be accomplished in several ways (Figure 13.7). Coal
cleaning before combustion can remove some mercury and other heavy metals. After combustion, the
injection of a sorbent such as an activated carbon can be very effective. Existing precipitators and SO,
scrubbers can capture from 20 to 60% of mercury. Catalysts and certain chemicals can be injected that
oxidize elemental mercury to enhance scrubber capture. Fixed beds, coated with materials such as gold,
can form amalgams with mercury.

13.7 Fluidized Bed Plants

Introduced nearly 30 years ago, the fluidized bed combustion (FBC) boiler has found growing
application for power generation. From the first FBC boiler, which generated 5000 Ib/h of steam in
1967, the technology has matured to the 350-MW size units available today. In North America, more
than 160 units now generate in excess of 9000 MW (EPRI 2002). Burning coal in a suspended bed with
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FIGURE 13.8 An illustration of the distinguishing features of pulverized coal and fluidized bed boilers. Noticeable
in this diagram are the in-bed tubes characteristic of bubbling beds, and the cyclone separator of the circulating bed.

limestone or dolomite permits effective capture of sulfur and fuel flexibility allows a broad range of
opportunity fuels. These fuels might include coal wastes (culm from anthracite, gob from bituminous
coal), peat, petroleum coke, and a wide range of coals from bituminous to lignite. A low (1500°F)
combustion temperature leads to low NO, formation. The salient features of atmospheric fluidized bed
boilers, compared with a pulverized coal boiler, are shown in Figure 13.8.

Utility size demonstration projects at the Tennessee Valley Authority in 1989 (Manaker 1992)
(Shawnee, 160 MW) and Northern States Power in 1986 (Hinrichsen 1989) (Black Dog, 133 MW) are
examples of successful atmospheric bubbling-bed units. The Black Dog unit has been dispatched in a
daily cycling mode and has successfully fired a blend of coal and petroleum coke. However, the focus of
AFBC in the U.S. is now on the circulating fluid bed (CFB). In fact, more than 70% of operating fluid bed
boilers in the U.S. are of the circulating type. The CFB unit at Nucla (Tri-State G&T Association)
(Blunden 1989) has been successful in demonstrating the technology at the 110-MW level and
commercial CFB plants have now reached 250 MW in size. Most fluidized bed units for electricity
generation are installed by independent power producers in the 50- to 100-MW size range; here, the
inherent SO, and NO, advantages over the unscrubbed PC plant have encouraged installations even in
such traditional noncoal arenas as California (Melvin and Friedman 1994). Worldwide, the AFBC boiler
is employed largely for steam heat; hundreds of them operate in Russia and India, and thousands
in China.

13.7.1 Atmospheric Fluidized Bed Combustion (AFBC)

In the bubbling bed version of the AFBC, the fuel and inert matter, together with limestone or dolomite
for SO, capture, is suspended through the action of fluidizing air, which flows at a velocity of 3-8 ft/s in
essentially a one-pass system. Circulating fluid beds (CFB) differ from bubbling beds in that much of the
bed material passes through a cyclone separator before being circulated back to the boiler (Figure 13.9).
In-bed tubes are generally not used for CFB units permitting a much higher fluidizing velocity of
16-26 ft/s. Since the early AFBC designs, attention has been directed toward increasing unit efficiency,
and reheat designs are now usual in large units. When SO, capture is important, a key parameter is the
ratio of calcium in the limestone to sulfur in coal. Typical calcium-sulfur ratios for 90% SO, reduction
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FIGURE 13.9 A circulating fluid bed boiler installed at the ACE Cogeneration Company at Trona, California. This
108-MW unit burns low-sulfur, western bituminous coal with limestone in a bed, which circulates back to the boiler
after passing through a cyclone separator.

are in the range of 3.0-3.5 for bubbling beds and 2.0-2.5 for circulating beds. This depends on the fuel,
however, and the 200-MW CFB plant at the NISCO cogeneration plant, which burns 100% petroleum
coke (4.5% S), has a Ca—S ratio of below 1.7 for more than 90% sulfur capture. NO, levels in AFBCs are
inherently low and nominally less than 0.2 Ib/MMBtu.

It is important to note that for CFBs, boiler efficiencies can be as high as a pulverized coal unit
(Table 13.5). In fact, designs now exist for AFBCs with supercritical steam conditions, with prospects for
cycles up to 4500 psia, 1100°F with double reheat (Skowyra et al. 1995). Large CFB units in the Americas
are shown in Table 13.6.

13.7.2 Pressurized Fluidized Bed Combustion (PFBC)

In a PFBC combined cycle unit (Figure 13.10), coal in a fluid bed is burned with dolomite or limestone in
a pressurized steel chamber, raising steam for a steam turbine generator. The pressurized flue gases are
expanded through a gas turbine. Commercial plants at about the 80-MW level in Sweden, the U.S., and
Spain have demonstrated that bubbling-bed PFBC plants, with a calcium—sulfur molar ratio of about 1.5,
offer sulfur capture up to 95%, together with inherently low NO, emissions due to low combustion
temperatures. Cleanup of the flue gas before entry to the gas turbines is a key technical objective, and
first-generation units have used cyclones together with gas turbines ruggedized with special blade
coatings. For more advanced, higher efficiency PFBC systems, hot-gas cleanup technology, where the gas
is directed through large ceramic filter units, will likely be needed.
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TABLE 13.5 Typical Boiler Efficiencies, Pulverized Coal (PC), and Fluidized Beds

Calculated Heat Loss (%)

Loss/Gain Parameter PC Highest Efficiency Lowest Efficiency Bubbling Bed
CFB CFB

Moisture in limestone NA 0.06 0.10 0.10
Calcination NA 1.02 1.69 2.70
Sulfation credit NA —1.60 —1.60 —1.60
Unburned carbon 0.25 0.50 2.0 4.0
Heat in dry flue gas 5.28 5.57 5.60 5.75
Moisture in fuel 1.03 1.03 1.03 1.03
Moisture from burning H, 41.9 4.19 4.19 4.19
Radiation and convection 0.30 0.30 0.80 0.30
Moisture in air 0.13 0.14 0.14 0.14
Sensible heat in boiler ash 0.03 0.09 0.76 0.50
Bottom ash 0.05 NA NA NA
Fan-power credit —0.25 —0.75 —0.40 —0.50
Pulverizer/crusher power —0.20 NA NA NA

gain
Total losses/gains 10.81 10.55 14.31 16.51
Overall boiler efficiency, % 89.19 89.45 85.69 83.49

Source: Fluidized Bed Boilers, Power Magazine, January 1987.

Early designs included the 80-MW units at Vaertan (Sweden) and Escatron (Spain) and the 70-MW
unit at Tidd (AEP), which operated satisfactorily. The modular aspect of the PFBC unit is a particularly
attractive feature, leading to short construction cycles and low-cost power. One promising use for PFBC
units is for small, in-city cogeneration plants in which the inherent size advantages, high efficiencies, and
effective coal gas cleanup approach permits compact plants to be retrofitted in place of heating boilers;
the small steam turbines can be easily be adapted to electricity and hot water supply (Olesen 1985).

A 250-MW subcritical unit based on the Hitachi bubbling bed technology was built at Osaka for
Chugoku Electric and started commercial operation in late 2000. Steam conditions are
16.7 MPa/566°C/593°C (386 psig/1050°F/1100°F). A 360-MW supercritical unit based on the ABB
technology was constructed in Japan at Karita for Kyushu Electric Power Company. The boiler is
designed for steam conditions of 24.1 MPa/565°C/593°C (3500 psig/1050°F/1100°F). The plant started
up in late 1999.

In early 2000, ABB decided that it would no longer market PFBC but would confine its role to that of
supplying the gas turbine. Alstom subsequently acquired ABB’s power business. Thus, it appears that the
future of PFBC will depend on the market in Japan However, in the Japanese market, PFBC faces strong
competition from the several 800- to 1000-MW ultrasupercritical (USC) PC plants that have entered
service. These have been performing very well, so the economies of scale represented by these large USC
PC plants will make it very difficult for PFBC to compete. At this time (2003), commercialization of
PEBC in the U.S is not currently actively progressing (Courtright et al. 2003).

13.8 Gasification Plants

One option of growing interest to coal-burning utilities is that of coal gasification. After the EPRI Cool
Water demonstration in 1984 at the 100-MW level, the technology has moved ahead in the U.S. largely
through demonstrations under the Clean Coal Technology (CCT) program (U.S. DOE 2002).
Gasification-based plants have among the lowest emissions of pollutants of any central station fossil
technology. Using the efficiency advantages of combined cycles, CO, emissions are also low. Fuel
flexibility is an additional benefit because the gasifier can accommodate a wide range of coals, plus
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TABLE 13.6 U.S., Canadian, and Latin American CFB Units Larger Than 75 MW

Plant/Location (Vendor) Start-Up Capacity, MW (Net) Fuels

Tri-State Generation & 1987 1X100 Bit. coal
Transmission/Colorado

AES Shady Point/Oklahoma 1989 4X75 Bit. coal

AES Thames/Connecticut 1989 2X90 Bit. coal

Schuylkill Energy/Pennsylvania 1989 1X80 Culm

ACE Cogeneration/California 1990 1X97 Low-S$ bit. coal

Texas-New Mexico Power/Texas 1990 2X150 Lignite

AES Barbers Point/Hawaii 1992 2X90 Bit. coal

Nelson Industrial Steam Co. 1992 2X110 Coke
(NISCO)/Louisiana

Cedar Bay Generating Co./Florida 1993 3X90 Bit. coal

Nova Scotia Power/Nova Scotia 1993 1X165 30% bit. coal and 70% coke

Colver Power/Pennsylvania 1995 1X105 Gob

Northampton Generating 1995 1X112 Culm
Co./Pennsylvania

ADM/1llinois 1996/2000 2X132 Bit. coal and up to 5% TDF

ADM/Iowa 2000 1X132 Bit. coal

AES Warrior Run/Maryland 1999 1X180 Bit. coal

Choctaw Generation-the Red Hills 2001 2X220 Lignite
project/Mississippi

Bay Shore Power—First 2001 1X180 Coke
Energy/Ohio

AES Puerto Rico/Puerto Rico 2002 2X227 Bit. coal

JEA/Florida 2002 2X265 Bit. coal and coke

Southern Illinois Power 2002 1X113 Waste bit. coal
Cooperative/Illinois

Termoelectrica del Golfo/Mexico 2002 2X115 Coke

Termoelectrica de Penoles/Mexico 2003 2X115 Coke

Reliant Energy Seward 2004 2X260 Gob & bit. coal
Station/Pennsylvania
(ALSTOM)

East Kentucky Power 2004 1X268 Unwashed high-sulfur
Cooperative/Kentucky bit. coals

Figueira/Brazil 2004 1X128 Bit. coal

Source: EPRI, Atmospheric Fluidized-Bed Combustion Handbook, EPRI Report 1004493, December 2002.

petroleum coke. Integrated gasification combined cycle (IGCC) plants permit a hedge against long-term
increases in natural gas prices because natural gas-fired combustion turbines can be installed initially, and
gasifiers at a later time, when a switch to coal becomes prudent (Douglas 1986).

The pioneering Cool Water plant, the first of its kind in the world, operated for more than 4 years,
gasifying 1.1 million tons of coal and producing 2.8 million MWh of electricity. The project was a
collaborative effort of the industry involving the utility (Southern California edition); equipment
manufacturers (Texaco, General Electric); and consultants/research consortia (Bechtel, EPRI, and
others). Particularly notable was the achievement of exceptionally low levels of emissions of SO,,
NO,, and particulates, as shown in Figure 13.11.

Basically, IGCC plants replace the traditional coal combustor with a gasifier and gas turbine. Ultralow
emissions are realized; over 99% of the coal’s sulfur is removed before the gas is burned in the gas turbine.
A gasification cycle can take advantage of all the technology advances made in combustion turbines and
steam turbines, so as to enhance overall cycle efficiency.

There are currently two coal-based IGCC commercial sized demonstration plants operating in the U.S.
and two in Europe (Table 13.7). The U.S. projects were all supported under the U.S. Department of
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FIGURE 13.10 Pressurized, fluidized-bed combustor with combined cycle. This 70-MW system has operated at the
Tidd plant of American Electric Power.

Energy’s (DOE) Clean Coal Technology (CCT) demonstration program. The 262-MW Wabash River
IGCC repowering project in Indiana started up in October 1995 and uses the E-GAS™ (formerly Destec)
gasification technology. The 250-MW Tampa Electric Company (TEC) IGCC project in Florida started
up in September 1996 and is based on the Texaco gasification technology. The first of the European IGCC
plants, the SEP/Dembkolec project at Buggenum, the Netherlands, uses the Shell gasification technology
and started operations in early 1994. The second European project, the ELCOGAS project in Puertollano,
Spain, which uses the Prenflo gasification technology, started coal-based operations in December 1997.

13.8.1 Polk County IGCC

Texaco’s pressurized, oxygen-blown, entrained-flow gasifier is used at the Tampa Electric Polk County
plant to produce a medium-Btu fuel gas (Figure 13.12). Coal/water slurry and oxygen are combined at
high temperature and pressure to produce a high-temperature syngas. Molten coal ash flows out of the
bottom of the vessel and into a water-filled quench tank where it is turned into a solid slag. The syngas
from the gasifier moves to a high-temperature heat-recovery unit, which cools the gases.

The cooled gases flow to a particulate-removal section before entering gas-cleanup trains. A portion of
the syngas is passed through a moving bed of metal oxide absorbent to remove sulfur. The remaining
syngas is further cooled through a series of heat exchangers before entering a conventional gas-cleanup
train where sulfur is removed by an acid-gas removal system. These cleanup systems combined are
expected to maintain sulfur levels below 0.21 Ib/million Btu (96% capture). The cleaned gases are then
routed to a combined-cycle system for power generation. A gas turbine generates about 192 MW.
Thermally generated NO, is controlled to below 0.27 Ib/MM Btu by injecting nitrogen as a dilutent in the
turbine’s combustion section. A heat-recovery steam generator uses heat from the gas-turbine exhaust to
reduce high-pressure steam. This steam, along with the steam generated in the gasification process, is
routed to the steam turbine to generate an additional 120 MW. The IGCC heat rate for this
demonstration is approximately 8600 Btu/kWh (40% efficient). Coals used in the demonstration are
Illinois 6 and Pittsburgh 8 bituminous coals with sulfur contents ranging from 2.5 to 3.5%.
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FIGURE 13.11 Tests at Cool Water on four coals show emissions of SO,, NO,, and particulates substantially below
the federal New Source Performance Standards.

By-products from the process—sulfuric acid and slag—can be sold commercially, sulfuric acid
by-products as a raw material to make agricultural fertilizer and the nonleachable slag for use in
roofing shingles and asphalt roads and as a structural fill in construction projects.

13.8.2 Buggenum IGCC

Tests are in progress on the 250-MW IGCC plant in Buggenum, Netherlands. After successful operations
running on natural gas, a switch was made to coal gas using Columbia coals. Buggenum comprises a 2000

TABLE 13.7 Coal-Based Commercial Size IGCC Plants

Operating IGCC Plants Gasification Technology Plant Size (MW) Start-Up Date
‘Wabash River, Indiana Destec 262 Oct. 1995
Tampa Electric, Florida Texaco 250 Sep. 1996
SEP/Demkolec, Buggenum, The Shell 253 Early 1994
Netherlands
ELCOGAS, Puertollano, Spain Krupp-Uhde Prenflo 310 Dec. 1997 on coal
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FIGURE 13.12 Integrated gasification, combined cycle at Tampa Electric, Polk County plant. A Texaco oxygen-
blown gasifier is used. Total net generation is 250 MW.

ton/day single reactor coal gasification unit and an air separation plant able to produce 1700 ton/day of
95% pure oxygen. Syngas drives a Siemens combined cycle power unit, including a 156-MW, V94.2 gas
turbine and a 128-MW steam turbine. The gasifier, operating at 28-bar pressure and 2700°F is designed
to produce syngas containing 42% nitrogen, 25% carbon monoxide, and 12% hydrogen, with a
combustion value of 4.3 MJ/kg. The environmental constraints are defined by permit requirements
fixing upper limits of SO, at 0.22 g/kWh, NO, at 0.62 g/kWh, and particulates at 0.007 g/kWh.

Key steps for limiting emissions include:

e Removing fly ash with cyclone and candle filters after gas cooling

e Removing halogens and other soluble pollutants with water scrubbing

¢ Desulfurizing gas by catalytic and chemical processes; sulfur is fixed in sulfinol-M solvent, which
is further treated to produce elemental sulfur

e Desulfurized gas is mixed with nitrogen from the air separation units and saturated with water
vapor to reduce its lower heating value from about 11,000 to 4300 k]/kg, thus greatly reducing
NO, production.

13.9 Combustion Turbine Plants

Combustion turbine (CT)-based plants comprise the fastest growing technology in power generation.
Almost all of these CT and CC plants will be gas fired, leading to a major expansion of gas for electricity
generation. It is likely that combustion turbines and combined cycles will grow steadily more important
in all generation regimes—peaking, mid-range and base load. The present 2300°F firing temperature
machines operate reliably and durably and CT and CC plants are beginning to replace older steam plants.
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TABLE 13.8 Modern Gas Turbine Specifications

Large Heavy Frame Machines

Simple Cycle Combined Cycle
Turbine MW Efficiency % MW Plant Efficiency %
(LVH) (LHV)
Current
GE GE7FA/9FA 172/256 36.0 262/367 56.0/55.3
MHI M501F/701F 185/270 38.1 280/— 56.7/—
Siemens/W W501F 187 38.1 273 55.5
Siemens/W V94.2A 190 36.2 293 55.2
New

Alstom GT24/26 179/262 — 260/378 56.5/57.0
Siemens/W V94.3A 265 38.0 385 57.1
MHI M501G/701G 254/334 38.5 500/— 58.0/—
GE GE7G/9G 240/282 39.5 350/420 58.0
GE GE7H/9H — — 400/480 60.0/60.0

Source: Gas Turbine World 2000-2001 Handbook, Vol. 21, Pequot Publishing Inc.

Combustion turbine plants will be a competitive choice for new fossil generation, and advanced CT
cycles, with intercooling, reheat, and possibly chemical recuperation and humidification; they will
spearhead the drive to higher efficiencies and lower capital costs. Gasification, which guarantees a secure
bridge to coal in the near term, will come into its own as natural gas prices rise under demand pressure.

Modern gas turbines for power generation are mostly heavy-frame machines, with 60 Hz ratings
in a simple cycle configuration around 170-190 MW for the high firing temperatures (~2300°F) of the
“F-class” machines. Efficiencies (lower heating value) are 36%-38% in simple cycles. In combined cycles,
the units are 260-380 MW in size and 53%—56% efficient. The next generation of CTs, with efficiencies
from 57 to 60% is now emerging (Table 13.8). Smaller scale aeroderivative machines have benefited from
turbofan engines designed for wide-body aircraft and today are available in ratings of 35-65 MW and
with efficiencies of 40% or more for turbine inlet temperatures around 2250°F.

13.9.1 Advanced Combustion Turbines

Under the Department of Energy Advanced Turbine System (ATS) program (DOE 2001), development
work was carried out with two manufacturers to enhance the efficiency and environmental performance
of utility-scale gas turbines. The goals were to achieve 60% efficiency or more in a combined-cycle mode;
NO, emission levels less than 9 ppm; and a 10% reduction in the cost of electricity. To achieve the
efficiency objective required significantly higher turbine inlet temperatures. These higher temperatures
required advancements in materials, cooling systems, and low-NO, combustion techniques.

The focus of General Electric work for DOE was the “H” series gas turbine. To accommodate turbine
inlet temperatures of 2800°F, General Electric is employing closed loop steam cooling for the first and
second stages to reduce the differential between combustion (2800°F) and firing (2600°F) temperatures;
the company is also developing new single-crystal (nickel superalloy) turbine blades with better thermal
fatigue and creep characteristics. Thermal barrier coatings protect the metal substrate from the
combustion gases using a ceramic top coat for thermal resistance and a metal bond coat for oxidation
resistance. An MS9001H unit is being deployed in the U.K., and an MS7001H in Scriba, New York,
in 2004.

Siemens—Westinghouse used its 501G turbine as a test bed for the ATS design. Computer modeling has
allowed design refinements contributing to capital cost reduction and efficiency enhancement. These
include a piloted ring combustor, which uses a lean, premixed multistage design to produce ultralow
pollutant emissions and stable turbine operation. Siemens—Westinghouse has also developed brush and
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TABLE 13.9 Comparison of “F” and “H” Class Machines

GE Advanced Machines

7FA 7H 9FA 9H
Characteristics
Firing temperature FO 2350 (1300) 2600/1430 2350 (1300) 2600 (1430)
Air flow, Ib/s (kg/s) 974 (442) 1230/558 1327 (602) 1510 (685)
Pressure ratio 15 23 15 23
Specific work, MW/Ib/s 0.26 (0.57) 0.33 (0.72) 0.26 (58) 0.32 (70)
(MW/kgs)
Performance
Simple cycle output, MW 168 — 227 —
Simple cycle efficiency, % 36 — 36 —
Combined cycle net output, 253 400 349 480
MW
Combined cycle net efficiency, % 55 60 55 60
NO, (ppmvd at 15% 0O2) 9 9 25 25

Source: GE Power Systems, Power system for the 21st century: H gas turbine combined cycle, 1995.

abradable coating seals to reduce internal leakage and new thermal barrier coatings for turbine blades to
permit higher temperatures. These ATS developments will be incorporated into the commercial 501G
turbine at the Lakeland Electric McIntosh station in Florida and demonstrated in 2005. A comparison of
the “F” and “H” class machines for GE is shown in Table 13.9.

13.9.2 Humidified Air Power Plants (Cohn 1994)

A new class of combustion turbines has been designed based on humidifying the combustion air. In these
combustion turbine cycles, the compressor exit air is highly humidified prior to combustion. This
reduces the mass of dry air needed and the energy required to compress it, thus raising plant efficiency.

The continuous plant cycle for this concept is termed the humid air turbine (HAT). This cycle has
been calculated to have a heat rate for natural gas about 5% better than current high-technology
combined cycles. The HAT cycle is adaptable to coal gasification—leading to the low-emissions and high-
efficiency characteristics of gasification combined cycle plants—but at a low capital cost because the
steam turbine bottoming cycle is eliminated. A simple humidified air turbine cycle is shown in
Figure 13.13. The addition of moisture means that perhaps 25% more mass flow goes through the

St?Ck
Hot __| sat l Recup j—
water

Air

Air—= ?

b Natural gas

FIGURE 13.13 The humid air turbine (HAT) cycle adds moisture to the compressor exit air, reducing the air mass
flow needed and increasing cycle efficiency.

© 2007 by Taylor & Francis Group, LLC



Advanced Fossil Fuel Power Systems 13-23

turbine than through the compressor. This suggests the use of separate spools for the turbine and
compressor. Using today’s 2350°F firing temperatures, it is reasonable to expect a HAT heat rate of about
6100 Btu/kWh from this cycle.

The ideal natural-gas-fired HAT plant has been calculated to have higher efficiency (about 2 points
higher) than a combined cycle for the same turbine cooling technology. Thus, it would provide the lowest
heat rate for a natural-gas-fired thermal plant and would be utilized in baseload or long intermediate
dispatch. The capital cost of this power plant has been calculated to be only slightly higher than that of a
combined cycle. However, the anticipated development cost for the ideal turbo machinery has been
estimated to be very high, in excess of $250 million.

In contrast, the CHAT (cascaded humid air turbine) plant utilizes turbine components, which are now
available, with few exceptions, in a cascade arrangement that allows them to match together. The
development cost of the CHAT equipment is currently estimated to be only in the $5-$10 million range,
making its development much more practical.

The HAT and CHAT cycles can be integrated with gasification. Because these cycles directly
incorporate humidification, they can make direct use of hot water generated in the gasification plant,
but cannot readily utilize steam. Thus, they match well with the lower capital cost, but lower-efficiency,
quench types of gasifier. This provides an overall power plant with efficiency about the same as an
IGCC. Moreover, the capital cost of the IGHAT plant has been calculated to be about $150/kW less than
an IGCC plant. These humidification cycles have yet to be offered commercially. The main obstacle is the
need to demonstrate low-emission, high-efficiency, full-scale combustors utilizing very humid
air experimentally.
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FIGURE 13.14 Improvement in combustion turbine performance is illustrated in this schematic, which combines
an intercooler for the compressor with a recuperator using combustion turbine exhaust heat, and a reheat cycle for
the turbine to improve efficiency.
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13.9.3 Other Combustion Turbine Cycle Enhancements (Lukas 1986)

Several variants of the combustion turbine-based Brayton cycle increase plant efficiency and capacity.
Regenerative cycles use storage type heat exchangers, where porous or honeycomb wall structures store
energy from the hot gases. This is released later to the cold gases. A recuperative cycle uses a heat
exchanger where the hot and cold streams are separated by walls through which heat transfer occurs. This
is the approach commonly used in combustion turbines, allowing gains in efficiency and reduced fuel
consumption, but no specific output increase.

Intercooling between compressor stages increases useful output by about 30% for a given air mass
flow, by reducing the volume flow and increasing available energy to the power turbine. It has minimal
effect on efficiency because heat removed must be added back in the combustion chamber, but it is
commonly used in conjunction with recuperation. In a reheat cycle the fuel is introduced at two
locations, increasing the total energy available to produce work. A combination of intercooling, reheat,
and recuperation is shown in Figure 13.14.

Steam injection, in which the steam is injected directly into the combustion chamber, increases the
mass flow through the turbine and results in increased output power. Steam-injected gas turbine (SIGT)
cycles have been compared from the viewpoints of efficiency, power generation, capital and operating
costs, and environmental impacts with combined cycle systems (Esposito 1989). Above 50-MW size, it
was found that combined cycle plants were more economical and achieved significantly better heat rates,
although cooling tower fog, visible plumes, and drift deposition favored SIGT plants for a flat site.

13.10 Central Station Options for New Generation

Coal and gas fuels are expected to continue to dominate U.S. central stations in the next decade, with gas-

fired combined cycles supplanting several older fossil steam stations. This process is already underway,

and by the end of 1999, 118 gas-fired combined cycles were in planning, totaling 56 GW of new power.
The U.S. central station generation options for fossil fuels may be described as follows:

o Coal, oil, and gas-fired plants of conventional design with typical plant efficiencies of 35% (coal and
oil) and 33% (gas); mostly Rankine cycles. These represent the majority of plants currently in
operation. On average, they are 30 years old, many (more than 70,000 MW) equipped with SO,
scrubbers; most are facing NO, control additions and perhaps other environmental upgrades. Yet
they provide for the bulk of electricity needs; are extremely reliable; and are increasingly in
demand as evidenced by an average capacity factor at an all-time high of nearly 70%.

o Repowered plants, based on gas-firing and combined cycle operation, with efficiencies up to 45%.
Many of the gas-fired steam plants are now targeted for repowering, i.e., combustion turbines will
be added to provide exhaust heat for producing steam for the existing steam turbines. This
combination of gas and steam turbine cycles adds megawatts, reduces emissions, and improves
efficiencies 5% or more.

e New combined cycles based on gas-firing (about 45% efficiency with today’s gas turbines and 50%
with advanced gas turbines), and on coal-firing with gasification, utilizing advanced gas and steam
turbine technology (50% efficiency). Gas-fired combined cycles are currently the new plants of
choice. Although relatively few are in operation today, more than 50 GW are planned. The
massive deployment of these plants in the future raises questions of gas and gas pipeline
availability, gas prices, and a potential retreat from coal that could have serious future energy
consequences. Coal plants, whether pulverized or gasified, also lend themselves to combined
cycles, although none are planned domestically outside the DOE Clean Coal demonstrations.

o Coal-fired Rankine cycles with advanced steam conditions and up to 50% plant efficiency. Advancing
steam temperatures and pressures in pulverized coal steam plants greatly improve overall
efficiency. Such ultrasupercritical cycles are already in operation outside the U.S. Advancing
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FIGURE 13.15 Capital costs for coal and gas-fired central stations. These costs
fully functional equipment manufacturing lines for the newer technologies.

assume mature technologies and

steam temperatures to 750°C from current levels of about 590°C permits plants to rival the best
gas combined cycles. When used in coal combined cycles and with temperatures increased to
850°C or beyond, a coal plant approaching 60% efficiency is attained. Significant challenges still

exist in materials technology.

o Integrated coal gasification fuel cells, perhaps combined with gas turbines with efficiencies of 60% or
more. The fuel cell is an exciting advance that will change the energy picture in the long term.
Shorter term, and in small sizes, great advances are being made in mobile as well as stationary

applications. If the fuel cell can be used as a combuster for a gas turbine, efficiencies can be

raised above 60%. Clearly, this is a power source of great promise for the second half of

this century.
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FIGURE 13.16 Levelized cost of electricity comparisons based on mean fuel prices for the U.S. and a 2010 start-up
date. Coal is assumed at $1.06/MMBtu and gas at $3.08/MMBtu, a price differential about 40% greater than in 2000.
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13.10.1 Overall Plant Performance and Cost Estimates

As shown in Figure 13.15, mature versions of IGCC plants are expected to have capital costs slightly
higher than the capital costs for PC plants, while the capital costs for PFBC plants are expected to be
slightly lower than for PC plants. More advanced coal plants, when they become commercially available,
are expected to have capital costs that are 20%—25% lower than today’s PC plants (Booras 1999). These
calculations include all engineering and construction costs. They assume a mature technology in which
the plant achieves rated performance as designed (Figure 13.16).

13.11 Summary

The preceding section has described how the future for electric power generation will increasingly be
dominated by environmental control needs, putting an emphasis on the base efficiency of new
generation, and on heat rate recovery for existing units. The pulverized coal-fired power plant with
flue gas desulfurization will remain a focus of most near-term activity related to upgrades and retrofits.
However, new technology, based on coal gasification, is under development and being tested in a growing
number of demonstration plants that promise extremely low emissions.

The future for many nations will be based on exploiting the opportunities offered by clean and efficient
use of coal. This implies access to the range of new technologies now being tested at large scale in the U.S.
and other developed nations. This strategy is timely and prudent on a global basis as the world
increasingly voices concerns related to carbon combustion.

New, base-load, central generation plants will largely be focused in the immediate future on the rapidly
developing areas of the world: Asia (particularly China and India) and Latin America. In these areas, the
fuel of choice will likely be coal, particularly in Asia, and the generating unit most often will be a
conventional pulverized coal unit; such units will increasingly deploy supercritical steam at temperatures
of 1100°F and above. In North America, Europe, and Japan, gas-fired central plants using combustion
turbines, often in a combined cycle, will continue to be built through 2010 due to the short construction
time and lower carbon dioxide emissions (compared with conventional PC plants).

As the cost of natural gas, relative to coal, increases, this will then encourage the installation of coal
gasification units enabling the enormous world coal reserves to be utilized fully. Then, as the 21st century
progresses, smaller distributed generating sources will begin to emerge, based on gas-fired fuel cells, small
combustion turbines, or possibly photovoltaics. As the economics for the distributed option become
favorable, these smaller generating units will encourage broad electrification of the developing countries
of the world, avoiding the immediate need for large high-voltage transmission systems. Such distributed
generation plants will also be added at strategic locations in the developed world as ways are sought to
relieve the growing congestion on transmission networks.

Defining Terms

Lower heating value: Fuels containing hydrogen produce water vapor as a product of combustion. Fuel
heating value is said to be “lower” if the combustion process leaves all products in the gaseous state,
but “higher” if the fuel heating value includes the latent heat of vaporization. Practice in the U.S. is to
use the higher value.

Combined cycle: Power stations that employ combustion turbines (Brayton cycle) and condensing
steam turbines (Rankine cycle) where the waste heat from the CTs generate steam for the STs are
called “combined” cycle plants. Overall plant efficiency improves.

Coal gasification: Coal can be converted into a mixture of carbon monoxide and hydrogen by burning it
with a controlled deficiency of oxygen. Use of pure oxygen produces a medium calorific value gas,
and air a low calorific value gas. This “syngas” can then be used to power a combustion turbine.

Flue gas desulfurization: Removal of sulfur dioxide, SO,, from combustion gases is accomplished in a
number of flue gas desulfurization methods. Most of these involve wet “scrubbing” of the gas using
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lime or limestone, and result in a calcium sulfate waste product. A 95% removal efficiency, or higher,
is possible.

Slagging and fouling: The mineral matter in coal can attach itself following combustion to the boiler
walls and heat exchanger surfaces. Oxides of silicon, aluminum, iron, calcium, and magnesium can
foul all boiler surfaces, requiring soot blowers for cleaning. Hot ash can melt, becoming sticky and
sometimes coalescing in the furnace to cause slagging problems.

On-—off cycling capability: Generating units are often not required on a 24-h basis. Some are shut down
during low demand times and started up perhaps hours later. This form of “on—off cycling” imposes
thermal stresses on the equipment, leading to premature equipment failure unless special measures
are taken to deal with this.

Temper embrittlement: Tempering of steel in the manufacturing process removes some of the brittleness
and is carried out by a heating and cooling process. During operation, though, it is possible that
ductility can worsen close to specific “tempering temperatures.” The material is then said to be
temper embrittled and premature cracking may follow.

Coextruded tubing: Tubing for superheaters and reheaters must be strong enough to withstand the
pressures and temperatures expected, and also corrosion resistant to depositions of fly ash. By
making tubing with a strong inner layer and corrosion-resistant outer layer through an extrusion
process, both concerns can be dealt with.

Spray drying: Spray dryers, for desulfurization, used typically when burning lower sulfur coals, use a
spray of quicklime, which is dried by the hot flue gas and results in a dry solid product. A 90%
removal efficiency is typical.

Electrostatic precipitators: Flue gas particles, when electrically charged in an ionized gas flow, collect on
electrodes in the presence of a strong electrostatic field. Collected dust is discharged by rapping into
hoppers. A collection efficiency above 99% is possible.

Fluidized bed: A process of burning solid fuels, particularly coal, by combustion suspending the fuel
within a column of air supplied from below the furnace. This method permits effective combustion
of poor-quality fuels; lowers NO, emissions due to low combustion temperatures; and captures
sulfur in the bed by mixing limestone or dolomite in with the fuel.

Petroleum coke: Petroleum coke is a residual product of the oil refining process, and in its fuel
grade form is an almost pure carbon by-product. About 19 million tons of fuel grade pet coke is
produced each year in the U.S. It is inexpensive, although it may have high sulfur and
vanadium content.

Double reheat: Modern designs of fossil steam-generating units remove a portion of the steam before full
expansion through the turbine and reheat it in the boiler before returning it to the turbine. This
enhances the thermal efficiency of the cycle by up to 5%. For supercritical cycles, two stages of reheat
can be justified—double reheat.

Cogeneration: Cogeneration refers to the production of multiple products from a power plant. Typically,
process steam, or hot water for heating, are produced in addition to electricity. This approach leads
to high plant utilization, the “effective” heat rate being 70% or more.

Ash-softening temperature: The tendency for fly ash to adhere to tube banks is increased as the ash
softens and melts. The point at which the ash begins to soften is dependent on the type of coal and is
difficult to predict, depending on the many coal constituents. Slagging and fouling of tubes can lead
to severe tube corrosion.

Fuel cell: Fuel cells convert gaseous or liquid fuels directly to electricity without any combustion process.
Like a continuous battery, the fuel cell has electrodes in a electrolyte medium. Typically, hydrogen
and air are supplied and DC electricity, water, and carbon dioxide are produced. They are currently
high-cost, low-size devices, but with minimum environmental emissions.

Hot gas cleanup: Cycles that use gas from the combustion of coal, typically pressurized fluidized bed or
gasification cycles, need to clean up the ash particles before passing them through a gas turbine. This
prevents severe erosion of the turbine blades and other components. Hot gas cleanup can involve the
application of hanging particulate traps, using ceramic filters.
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F-class machines: Recent designs of combustion turbines have increased efficiencies resulting from
increased firing temperatures. The first generation of these machines has firing temperatures of
about 2300°F. They have been termed “F class” machines (for example the GE 7F). Even higher
temperatures have now been incorporated into “G-class” turbines. Aeroderivative turbine: in the
1960s, gas turbines derived from military jet engines formed a source of utility peaking capacity.
Now modern airline fan jets are being converted to utility service. These lighter combustion turbines
are highly efficient and can have low NO, emissions, high pressure ratios, and low capital cost.

Humid air turbine: A new type of combustion turbine uses humidified compressor exit air for the
combustor. The mass of dry air needed is thus lessened for a given mass flow, and turbine efficiency
increases. Several applications of this “HAT” appear attractive in gasification and compressed air
storage cycles.

Regenerative cycles: Combustion turbine cycles using heat exchangers to store and transfer heat from
hot gases to cold gases are termed regenerative cycles.

Recuperative cycle: Recuperative cycles for combustion turbines use walls between the hot and cold
streams through which heat is transferred. This improves efficiency and reduces fuel consumption.

Intercooling: Increased output from a combustion turbine can be obtained by cooling the air between
compressor stages. This reduces volume flow and increases energy to the power turbine.

Steam injection: Injecting steam directly into the combustion chamber of a combustion turbine
increases turbine mass flow and thus increases the output power.
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In the decades since the early 1970s, power plant concepts featuring a combination of gas and steam
turbines have been successfully commercialized. These combined-cycle power plants make very efficient
use of fuel compared with other power plants. The first combined-cycle power plants in the 1970s
achieved net efficiencies of about 40%, while the most recent ones attain net plant efficiencies of more
than 58%.

14.1 Combined-Cycle Concepts

The considerable amount of energy available in the exhaust of a gas turbine also can be used in a
secondary system, increasing overall efficiency considerably. Figure 14.1 shows three of the most common
types of combined-cycle (CC) concepts.

The natural-gas-fired CC power plant, which offers the highest efficiency potential, is the most
commonly used system today. However, to attain these high efficiencies, only fuels such as natural gas can
be burned in the gas turbine. The use of other fuels results in a higher heat rate. The arrangement is
relatively simple and therefore has the lowest specific investment costs among all power
generation systems.

The parallel-powered CC power plant is mainly used for repowering existing coal-fired power plants.
This is an efficient way of reducing the heat rate of older coal-fired power plants with a relatively small
investment and short implementation schedules. In addition, this concept provides excellent part-load
behavior, thus making it suitable for cycling duty. Instead of generating steam with the combustion
turbine exhaust gas, it is also possible simply to heat the feedwater of a coal-fired power plant and thus
reduce the amount of extraction steam required from the steam turbine for the feedwater heaters. This
can increase the output and efficiency of the coal plant.

When no natural gas is available, the CC can also be used in connection with a coal gasification plant.
Integrated systems (integrated gasification combined cycle, IGCC) increase system complexity and most
likely decrease overall plant availability, but permit the use of lower cost fuels such as coal or petcoke in an
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FIGURE 14.1 Combined-cycle power plant concepts.

environmentally acceptable manner. Several industrial-scale demonstration plants have proven the
technical feasibility, but wider application is dependent on the price spread between coal and natural gas.

Other CC developments have been proposed but the natural-gas-fired CC has proven to be the most
efficient and most economical under present technical and economical boundary conditions. Therefore,
this CC will be described in greater detail.

14.2 Combined-Cycle Thermodynamics

The exhaust gas temperature of today’s gas turbines varies between 500°C (932°F) for small and older gas
turbines and 600°C (1112°F) for advanced GTs, and the specific exhaust gas stream amounts to 2-3 kg/s
(4.4-6.6 1b/s) per megawatt, where the smaller figure relates to large, advanced gas turbines. By using the
heat of this exhaust gas in a water—steam cycle, total cycle efficiency can be raised considerably because a
very high total temperature difference can be utilized in the combined cycle (Figure 14.2) compared to a
simple-cycle gas turbine.

With the improvement of gas turbines and the accompanying increase in exhaust temperature, main
steam pressure and temperature of the steam cycle have been raised to as high as 165 bar (2400 psi) and
565°C (1050°F). In addition, multipressure heat-recovery steam generators (HRSGs) with reheat are
used, which represents another improvement in utilization of the exhaust heat. In this way, the losses can
be reduced as shown in Figure 14.3, which compares a single-pressure HRSG with a triple-pressure
system. The ideal temperature/heat transfer diagram would be one in which the temperature difference in
the HRSG between the steam and the exhaust gases is constant.

The exhaust gases leaving the gas turbine enter the HRSG at a temperature between approximately 550
and 600°C (1022 and 1112°F) and leave the HRSG typically between 80 and 100°C (176 and 212°F). The
water in the steam cycle portion of the combined cycle enters the HRSG economizer as a subcooled
liquid. The temperature of the water is increased in the economizer until the liquid becomes saturated.
At this point, the minimum temperature difference between the water in the steam cycle and the
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FIGURE 14.2 T-S diagram of a combined-cycle power plant with single-pressure steam cycle.

exhaust gases occurs and is called the “pinch point.” Typical pinch-point values range from 8 to 30°C
(46°F-86°F); the smaller the pinch point difference is, the larger the required heat-transfer surface area.
After evaporation at constant temperature, the steam is superheated to the final temperature in the
superheater section.

Figure 14.3 shows the improvement in heat transfer from the single-pressure cycle to the triple-
pressure cycle. High-performance plant designs are today equipped with a triple-pressure HRSG with
one reheat stage.

Table 14.1 lists net plant output and performance values for a selection of CCs from the four main
suppliers worldwide. This is just a selection of available gas turbines and possible configurations because
manufacturers are developing and improving their engines on a regular basis. Performance data are based
on standard designs and configurations at ISO conditions of 15°C (59°F), which provides a normalized
basis for comparison.
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FIGURE 14.3 T-Q diagram for heat-recovery steam generators.
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TABLE 14.1 Net Plant Output and Performance Data for Selected Combined Cycles

Supplier Frequency Number Net Plant Heat Rate, LHV Net Plant Configuration
Model (Hz) of GTs Output (MW) (Btu/kWh) Efficiency (%)
Alstom Power (AP)
KA8C-2 50 2 80.0 6965 49.0 2-P
KA 13E2-2 50 2 480.0 6450 52.9 2-P
KA 24-1 60 1 250.8 6129 55.7 2-P/RH
KA 26-1 50 1 392.5 6061 56.3 3-P/RH
GE Power Systems
S106B 50/60 1 64.3 7020 49.0 3-P
S206FA 50/60 2 218.7 6930 54.1 3-P/RH
SI07EA 60 1 130.2 6380 50.2 3-P
S209EC 50 2 522.6 6415 54.4 3-P/RH
S107FA 60 1 262.6 6170 56.0 3-P/RH
Mitsubishi Heavy Industries (MHI)
M501F 60 1 279.0 6074 56.2 3-P/RH
M701F 50 1 399.0 5994 56.9 3-P/RH
M501G 60 1 371.0 5879 58.0 3-P/RH
M701G 50 1 484.0 5879 58.0 3-P/RH
Siemens PG//Siemens Westinghouse
CC 18.V64.3A 60 1 99.8 6541 52.2 2-P
CC 1.V94.2 50 1 239.4 6533 52.2 2-P
CC 18.V943A 50 1 392.2 5946 57.4 3-P/RH
CC 2.W501F 60 2 568.5 6060 56.3 3-P/RH
CC 1S.W501G 60 1 365.0 5880 58.0 3-P/RH

Note: 2-P, double-pressure HRSG; 3-P, triple-pressure HRSG; RH, reheat.
Source: From company Web pages, August 2003. (Alstom.com, GEPower.com, MHI.co.jp, powergeneration.siemens.com)

14.3 Combined-Cycle Arrangements

Today, several designs for natural-gas-fired CCs are available. All consist of the following main
components (Figure 14.4):

e Gas turbine

e Steam turbine

Generator

HRSG

e Stack

e Condenser with heat removal system
e Condensate pumps

e Feedwater pumps

Auxiliary systems for gas and steam turbine
Main and auxiliary transformers

e Fuel supply system

e Electrical equipment

e Instrumentation and control systems.

Figure 14.5 shows the configuration of a single-shaft CC arrangement with the steam turbine at one
end, the common generator in the center, and a synchronous self-shifting (SSS) clutch between the
generator and the steam turbine. The gas turbine can be started independently without any restrictions
arising from the actual condition (hot, warm, or cold) of the steam turbine and the cooling system.
The clutch acts as a coupling to enable unrestricted axial expansion of the steam turbine shaft relative to
the generator. This allows optimized axial clearances for the steam turbine blading, resulting in
improved efficiency.
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FIGURE 14.4 Arrangement and main components of a single-shaft CC plant.

The clutch engages automatically once the steam turbine approaches the operational rotating speed of
the generator (3000 or 3600 rpm). It automatically disconnects the steam turbine whenever the steam
turbine slows down relative to the generator. The clutch allows the gas turbine to be started and operated
independently of the steam turbine. The gas turbine can be started up relatively quickly and the steam
turbine can be accelerated at a suitable rate once the gas turbine is loaded. The steam turbine can be shut
down at any time, leaving the gas turbine operating in open-cycle mode. In this mode, the steam
produced is dumped to the condenser via the bypass station. The single-shaft configuration requires less
space and can be built in efficient and independent units.

Stack gas
[

' Gas turbine Generator Steam turbine
' LP, Clutch Condenser

™~ _—
==HA- P [LP
1

Heat-recovery
steam generator

Exhaust gas

FIGURE 14.5 Single-shaft CC plant schematic with triple-pressure reheat.
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In the multishaft CC arrangement, the gas turbine and the steam turbine are separated; each engine has
its own generator and transformer. They are built in 1+ 1 configuration, which means one gas turbine,
one HRSG and one steam turbine as the schematic in Figure 14.6 shows, or in the very common 2+1
configuration (two gas turbines, two HRSGs, and one common steam turbine). Sometimes a 3+1
arrangement and even a 4+ 1 arrangement are used.

The multishaft arrangement offers the advantage that the plant can be built in what is known as
“phased construction.” The gas turbine with its very fast construction time can be installed first and
operated in a simple cycle (of course, with low efficiency); the plant can be extended later by adding an
HRSG and steam turbine along with all the other necessary equipment. In this way, the customer gets not
only a gradual increase in power output but also a deferment of the necessary investment. In such an
unfired configuration, about two thirds of the total power output is generated in the gas turbine and one
third in the steam turbine. This is due to the fixed amount of exhaust energy from the gas turbine.

Natural-gas-fired CC plants have relatively small auxiliary systems and do not require major stack gas
clean-up systems. Consequently, the parasitic power of CC plants is low compared to steam power
plants—amounting to approximately 1.5% of total rated power output.

One way to increase the plant output is to introduce supplementary firing in the exhaust duct between
the gas turbine exit and HRSG inlet. This increases temperature and available heat transferred to the
steam cycle (Figure 14.7).

The advantages of adding supplementary or duct firing are:

e The total output from the combined cycle will increase with a higher fraction of the output
coming from the steam turbine cycle.

e The temperature at the HRSG inlet can be controlled. This is important because the temperature
and mass flow rate at the exit from the gas turbine are highly dependent on ambient temperature.

¢ The implementation of supplementary firing requires relatively low investment.

e Duct firing can be easily turned on or off, making it an excellent choice for peaking capacity.

The disadvantage is that a drop in overall plant efficiency occurs when the duct firing is employed.

Stack gas |
| <

{ LP—»

ps § HP= IP] [ LP
} HP—»} -

Heat-recovery
Steam generator

it

Exhaust gas

FIGURE 14.6 Multishaft CC plant arrangement with triple-pressure reheat.
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FIGURE 14.7 T-Q diagrams for CC without/with supplementary firing.

Duct firing can be employed in varying amounts, from small firing rates to compensate for high
ambient temperature reductions in CT output to firing levels that can double the steam cycle output. For
this reason, an economic analysis is recommended before applying this option.

14.4 Combined Heat and Power from Combined-Cycle Plants

As in other power plants, not only electricity but also usable heat can be produced in CC plants and thus a
fuel utilization factor ((Peiectricity T Pheat)/Qfuel) Up to 90% can be achieved. Depending on specific
requirements, several different gas turbine power plant configurations can be utilized in cogeneration
applications (Figure 14.8). A plant with a backpressure turbine has a relatively inflexible operation
profile, while the use of an extraction condensing turbine makes it possible to vary the electric power-
to-heat ratio depending on the demand. The required temperature and amount of heated steam are the
primary factors for determining the design concept.

Gas turbine Gas turbine Gas turbine
with heat recovery with HRSG with HRSG
steam generator and back pressure and extraction
(HRSG) steam turbine condensing
steam turbine
Process-/ Process-/
heating steam heating steam
Process-/

heating steam

® simple plant configuration  high electrical efficiency e very high electrical efficiency
® low electrical efficiency o fixed power/heat ratio o flexible power/heat ratio
® quick start-up ® power/heat ratio up to 1,3 e power/heat ratio up to 1,3

® low plant costs
® power/heat ratio 0,45-0,65

FIGURE 14.8 CHP concepts using gas turbines.
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14.5 Environmental Aspects

From an environmental perspective, the natural-gas-fired CC is one of the most environmentally benign
fossil-fueled power plant designs. As a result of its high efficiency and the use of clean natural gas,
emissions of the greenhouse gas carbon dioxide (CO,) are very low. Depending on plant design, a value
of approximately 320-380 g/kWh (0.70 and 0.83 Ib/kWh) can be obtained. The very high efficiency is
also the reason for the relatively small amount of waste heat that must be dumped into the atmosphere.

With the development of dry low-NO, (DLN) burners, the standard NO, emissions are today
<25 ppmvd with a tendency to even lower values. With the help of selective catalytic reduction (SCR)
values of <5 ppmvd can be achieved. CO emissions in the exhaust gas are usually <10 ppmvd in the
upper load range. CO catalysts can lower this value to <4 ppmvd.
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15.1 Overview of Storage Technologies

Energy storage will play a critical role in an efficient and renewable energy future; much more so than it

does in today’s fossil-based energy economy. There are two principal reasons that energy storage will

grow in importance with increased development of renewable energy:

e Many important renewable energy sources are intermittent, and generate when weather dictates,
rather than when energy demand dictates.

e Many transportation systems require energy to be carried with the vehicle.!

"This is almost always true for private transportation systems, and usually untrue for public transportation systems, which

can rely on rails or overhead wires to transmit electric energy. However, some public transportation systems such as buses do

not have fixed routes and also require portable energy storage.
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15-2 Energy Conversion

Energy can be stored in many forms: as mechanical energy in rotating, compressed, or elevated
substances; as thermal or electrical energy waiting to be released from chemical bonds; or as electrical
charge ready to travel from positive to negative poles on demand.

Storage media that can take and release energy in the form of electricity have the most universal value,
because electricity can efficiently be converted either to mechanical or heat energy, whereas other energy
conversion processes are less efficient. Electricity is also the output of three of the most promising
renewable energy technologies: wind turbines, solar thermal, and photovoltaics. Storing this electricity in
a medium that naturally accepts electricity is favored, because converting the energy to another type
usually has a substantial efficiency penalty.

Still, some applications can benefit from mechanical or thermal technologies. Examples are when the
application already includes mechanical devices or heat engines that can take advantage of the
compatible energy form; lower environmental impacts that are associated with mechanical and
thermal technologies; or low cost resulting from simpler technologies or efficiencies of scale.

In this chapter, the technologies are grouped into five categories: direct electric, electrochemical,
mechanical, direct thermal, and thermochemical. Table 15.1 is a summary of all of the technologies
covered. Each is listed with indicators of appropriate applications that are further explained in
Section 15.1.3.

TABLE 15.1 Overview of Energy Storage Technologies and Their Applications

Utility Shaping Power Quality Distributed Grid Automotive
Direct electric
Ultracapacitors v v
SMES v
Electrochemical
Batteries
Lead-acid v v v
Lithium-ion v v v v
Nickel-cadmium v v
Nickel-metal hydride v
Zebra v
Sodium-sulfur v v

Flow Batteries
Vanadium redox
Polysulfide bromide
Zinc bromide

Electrolytic hydrogen v

Mechanical

AN

Pumped hydro v

Compressed air v

Flywheels v v
Direct Thermal

Sensible Heat
Liquids v
Solids v

Latent Heat
Phase change
Hydration—dehydration
Chemical reaction

AN

Thermochemical

Biomass solids
Ethanol v
Biodiesel

Syngas v

AN
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15.2 Principal Forms of Stored Energy

The storage media discussed in this chapter can accept and deliver energy in three fundamental forms:
electrical, mechanical, and thermal. Electrical and mechanical energy are both considered high-quality
energy because they can be converted to either of the other two forms with fairly little energy loss
(e.g., electricity can drive a motor with only about 5% energy loss, or a resistive heater with no energy loss).
The quality of thermal energy storage depends on its temperature. Usually, thermal energy is considered
low quality because it cannot be easily converted to the other two forms. The theoretical maximum
quantity of useful work W, (mechanical energy) extractable from a given quantity of heat Q is

T, —T.
Wmax :szan
1

where T; is the absolute temperature of the heat and T, is the surrounding, ambient absolute
temperature.

Any energy storage facility must be carefully chosen to accept and produce a form of energy consistent
with either the energy source or the final application. Storage technologies that accept and/or produce
heat should, as a rule, only be used with heat energy sources or with heat applications. Mechanical and
electric technologies are more versatile, but in most cases electric technologies are favored over
mechanical because electricity is more easily transmitted, because there is a larger array of useful
applications, and because the construction cost is typically lower.

15.3 Applications of Energy Storage

In Table 15.1 above, each technology is classified by its relevance in one to four different, principal
applications:

o Utility shaping is the use of very large capacity storage devices to answer electric demand, when a
renewable resource is not producing sufficient generation. An example would be nighttime
delivery of energy generated by a solar thermal plant during the prior day.

o Power quality is the use of very responsive storage devices (capable of large changes in output over
very short timescales) to smooth power delivery during switching events, short outages, or plant
run-up. Power-quality applications can be implemented at central generators, at switchgear
locations, and at commercial and industrial customers’ facilities. Uninterruptible power supplies
(UPS) are an example of this category.

o Distributed grid technologies enable energy generation and storage at customer locations, rather
than at a central (utility) facility. The distributed grid is an important, enabling concept for
photovoltaic technologies that are effective at a small scale and can be installed on private homes
and commercial buildings. When considered in the context of photovoltaics, the energy storage
for the distributed grid is similar to the utility shaping application in that both are solutions to an
intermittent, renewable resource, but distributed photovoltaic generation requires small
capacities in the neighborhood of a few tens of M]J, while utility shaping requires capacities in
the TJ range.” Renewable thermal resources (solar, geothermal) can also be implemented on a
distributed scale, and require household-scale thermal storage tanks. For the purposes of this
chapter, district-heating systems are also considered a distributed technology.

o Automotive applications include battery-electric vehicles (EVs), hybrid gasoline—electric vehicles,
plug-in hybrid electric vehicles (PHEVs), and other applications that require mobile batteries
larger than those used in today’s internal combustion engine cars. A deep penetration of

ZStorage capacities in this chapter are given in units of MJ, GJ, and TJ: 1 MJ =0.28 kWh, 1 GJ =280 kWh, and 1 TJ =
280 MWh.
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automotive batteries also could become important in a distributed grid. Large fleets of EVs or
PHEVs that are grid connected when parked would help enable renewable technologies, fulfilling
utility shaping and distributed grid functions as well as their basic automotive function.

Additional energy storage applications exist, most notably portable electronics and industrial
applications. However, the four applications described here make up the principal components that
will interact in a significant way with the global energy grid.

15.4 Specifying Energy Storage Devices

Every energy storage technology, regardless of category, can be roughly characterized by a fairly small
number of parameters. Self-discharge time, unit size, and efficiency serve to differentiate the various
categories. Within a category, finer selections of storage technology can be made by paying attention to
cycle life, specific energy, specific power, energy density, and power density.

Self-discharge time is the time required for a fully charged, noninterconnected storage device to reach a
certain depth of discharge (DOD). DOD is typically described as a percentage of the storage device’s useful
capacity, so that, for instance, 90% DOD means 10% of the device’s energy capacity remains. The relation-
ship between self-discharge time and DOD is rarely linear, so self-discharge times must be measured and
compared at a uniform DOD. Acceptable self-discharge times vary greatly, from a few minutes for some
power-quality applications, to years for devices designed to shape annual power production.

Unit size describes the intrinsic scale of the technology, and is the least well-defined of the parameters
listed here. If the unit size is small compared to the total required capacity of a project, complexity and
supply shortages can increase the cost relative to technologies with a larger unit size. Some technologies
have a fairly large unit size that prohibits small-scale energy storage.

Figure 15.1 maps all of the technologies discussed in this chapter, according to their unit size and 10%
self-discharge time. The gamut of technologies available covers many orders of magnitude on each axis,
illustrating the broad choice available. Utility shaping applications require a moderate self-discharge time
and a large unit size; power-quality applications are much less sensitive to self-discharge time but require
a moderate unit size. Distributed grid and automotive applications both require a moderate self-
discharge time and a moderate unit size.

Efficiency is the ratio of energy output from the device, to the energy input. Like energy density and
specific energy, the system boundary must be carefully considered when measuring efficiency. It is
particularly important to pay attention to the form of energy required at the input and output
interconnections, and to include the entire system necessary to attach to those interconnections. For
instance, if the system is to be used for shaping a constant-velocity, utility wind farm, then presumably both
the input and output will be AC electricity. When comparing a battery with a fuel cell in this scenario, it is
necessary to include the efficiencies of an AC-to-DC rectifier for the battery, an AC-powered hydrogen
generation system for the fuel cell system, and DC-to-AC converters associated with both systems.

Efficiency is related to self-discharge time. Technologies with a short self-discharge time will require
constant charging to maintain a full charge; if discharge occurs much later than charge in a certain
application, the apparent efficiency will be lower because a significant amount of energy is lost in
maintaining the initial, full charge.

Cycle life is the number of consecutive charge—discharge cycles a storage installation can undergo
while maintaining the installation’s other specifications within certain, limited ranges. Cycle-life
specifications are made against a chosen DOD depending on the application of the storage device.
In some cases, for example pressurized hydrogen storage in automobiles, each cycle will significantly
discharge the hydrogen canister and the appropriate DOD reference might be 80% or 90%. In other
cases, for example a battery used in a hybrid electric vehicle, most discharge cycles may consume only
10% or 20% of the energy stored in the battery. For most storage technologies, cycle life is significantly
larger for shallow discharges than deep discharges, and it is critical that cycle-life data be compared
across a uniform DOD assumption.
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FIGURE 15.1 All storage technologies, mapped by self-discharge time and unit size. Not all hidden lines are shown.
Larger self-discharge times are always more desirable, but more or less important depending on the application.
Intrinsic unit size does not have a desirability proportional to its value, but rather must be matched to the application.

Specific energy is a measure of how heavy the technology is. It is measured in units of energy per mass,
and in this chapter this quantity will always be reported in MJ/kg. The higher the specific energy, the
lighter the device. Automotive applications require high specific energies; for utility applications, specific
energy is relatively unimportant, except where it impacts construction costs.

Energy density is a measure of how much space the technology occupies. It is measured in units of
energy per volume, and in this chapter we will always report this quantity in MJ/L. The higher the energy
density, the smaller the device. Again, this is most important for automotive applications, and rarely
important in utility applications. Typical values for energy density associated with a few automotive-scale
energy technologies are listed in Table 15.2, together with cycle-life and efficiency data.

TABLE 15.2 Nominal Energy Density, Cycle Life and Efficiency of Automotive Storage Technologies

Energy Density MJ/L Cycle Life at 80% DOD* Electric Efficiency %
Ultracapacitors 0.2 50,000 95
Li-ion batteries 1.8 2,000 85
NiMH batteries 0.6 1,000 80
H, at 350 bar 3.0 n/a® 47
H, at 700 bar 5.0 n/a 45
Air at 300 bar <0.1 n/a 37
Flywheels <0.1 20,000 80
Ethanol 234 n/a n/a

Electric efficiencies are calculated for electric-to-electric conversion and momentary storage.
“Depth of discharge.
Not applicable.
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Energy-density and specific-energy estimates are dependent on the system definition. For example, it
might be tempting to calculate the specific energy of a flow battery technology by dividing its capacity by
the mass of the two electrolytes. But it is important to also include the mass of the electrolyte storage
containers, and of the battery cell for a fair and comparable estimate of its specific energy. Therefore, the
energy density and specific energy are dependent on the size of the specific device; large devices benefit
from efficiency of scale with a higher energy density and specific energy. Specific power and power density
are the power correlates to specific energy and energy density.

15.5 Specifying Fuels

A fuel is any (relatively) homogenous substance that can be combusted to produce heat. Though the
energy contained in a fuel can always be extracted through combustion, other processes may be used to
extract the energy (e.g., reaction in a fuel cell). A fuel may be gaseous, liquid, or solid. All energy storage
technologies in the thermochemical category store energy in a fuel. In the electrochemical category,
electrolytic hydrogen is a fuel.

A fuel’s lower heating value (LHV) is the total quantity of sensible heat released during combustion of
a designated quantify of fuel. For example, in the simplest combustion process, that of hydrogen,

2H, + O, = 2H,0(vapor) + LHV,
or for the slightly more complex combustion of methane,
CH4 +2 02 - C02 + 2H2O(Vap01’) + LHV.

In this chapter, the quantity of fuel is always expressed as a mass, so that LHV is a special case of specific
energy. Like specific energy, LHV is expressed in units of MJ/kg in this chapter.

Higher heating value (HHV) is the LHV, plus the latent heat contained in the water vapor resulting
from combustion.” For the examples of hydrogen and methane, this means

and
CH, + 20, — CO, + 2 H,0(liquid) + HHV.

The latent heat in the water vapor can be substantial, especially for the hydrogen-rich fuels typical in
renewable energy applications. Table 15.3 lists LHVs and HHVs of fuels discussed in this chapter; in the

TABLE 15.3 Properties of Fuels

Chemical Formula Density g/L LHV MJ/kg HHV M]J/kg

Methanol CH;0H 794 19.9 22.7
Ethanol C,HsOH 792 26.7 29.7
Methane CH, 0.68 49.5 54.8
Hydrogen H, 0.085 120 142

Dry syngas, airless process® 40H, +21CO 0.89 11.2 12.6

+10CH, +29CO,
Dry syngas, air process® 25H, +16CO +5CH,4 0.99 6.23 7.01

+15C0, +39N,

*Chemical formulae and associated properties of syngas are representative; actual composition of syngas will vary widely
according to manufacturing process.
Source: From All except syngas from U.S. Department of Energy, Properties of Fuels, Alternative Fuels Data Center 2004.

*The concepts of sensible and latent heat are explained further in Section 15.1.9.
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most extreme case of molecular hydrogen, the HHV is some 18% higher than the LHV. Recovery of the
latent heat requires controlled condensation of the water vapor.

In this chapter, all heating values are reported as HHV rather than LHV. HHV is favored for two
reasons: (1) its values allow easier checking of energy calculations with the principle of energy
conservation, and (2) when examining technologies for future implementation, it is wise to keep an
intention of developing methods for extracting as much of each energy source’s value as possible.

15.6 Direct Electric Storage

15.6.1 Ultracapacitors

A capacitor stores energy in the electric field between two oppositely charged conductors. Typically, thin
conducting plates are rolled or stacked into a compact configuration with a dielectric between them. The
dielectric prevents arcing between the plates and allows the plates to hold more charge, increasing the
maximum energy storage. The ultracapacitor—also known as supercapacitor, electrochemical capacitor,
or electric double layer capacitor (EDLC)—differs from a traditional capacitor in that it employs a thin
electrolyte, on the order of only a few angstroms, instead of a dielectric. This increases the energy density
of the device. The electrolyte can be made of either an organic or an aqueous material. The aqueous
design operates over a larger temperature range, but has a smaller energy density than the organic design.
The electrodes are made of a porous carbon that increases the surface area of the electrodes and further
increases energy density over a traditional capacitor.

Ultracapacitors® ability to effectively equalize voltage variations with quick discharges make them
useful for power-quality management and for regulating voltage in automotive systems during regular
driving conditions. Ultracapacitors can also work in tandem with batteries and fuel cells to relieve peak
power needs (e.g., hard acceleration) for which batteries and fuel cells are not ideal. This could help
extend the overall life and reduce lifetime cost of the batteries and fuel cells used in hybrid and electric
vehicles. This storage technology also has the advantage of very high cycle life of greater than 500,000
cycles and a 10- to 12-year life span.' The limitations lie in the inability of ultracapacitors to maintain
charge voltage over any significant time, losing up to 10% of their charge per day.

15.6.2 Superconducting Magnetic Energy Storage

An superconducting magnetic energy storage (SMES) system is well suited to storing and discharging
energy at high rates (high power.) It stores energy in the magnetic field created by direct current in a
coil of cryogenically cooled, superconducting material. If the coil were wound using a conventional
wire such as copper, the magnetic energy would be dissipated as heat due to the wire’s resistance to the
flow of current. The advantage of a cryogenically cooled, superconducting material is that it reduces
electrical resistance to almost zero. The SMES recharges quickly and can repeat the charge/discharge
sequence thousands of times without any degradation of the magnet. A SMES system can achieve
full power within 100 ms.> Theoretically, a coil of around 150-500 m radius would be able to support
a load of 18,000 GJ at 1000 MW, depending on the peak field and ratio of the coil’s height and
diameter.” Recharge time can be accelerated to meet specific requirements, depending on
system capacity.

Because no conversion of energy to other forms is involved (e.g., mechanical or chemical), the energy
is stored directly and round-trip efficiency can be very high.” SMES systems can store energy with a loss of
only 0.1%; this loss is due principally to energy required by the cooling system.” Mature, commercialized
SMES is likely to operate at 97%—-98% round-trip efficiency and is an excellent technology for providing
reactive power on demand.
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15.7 Electrochemical Energy Storage

15.7.1 Secondary Batteries

A secondary battery allows electrical energy to be converted into chemical energy, stored, and converted
back to electrical energy. Batteries are made up of three basic parts: a negative electrode, positive
electrode, and an electrolyte (Figure 15.2). The negative electrode gives up electrons to an external load,
and the positive electrode accepts electrons from the load. The electrolyte provides the pathway for
charge to transfer between the two electrodes. Chemical reactions between each electrode and the
electrolyte remove electrons from the positive electrode and deposit them on the negative electrode. This
can be written as an overall chemical reaction that represents the states of charging and discharging of a
battery. The speed at which this chemical reaction takes place is related to the internal resistance that
dictates the maximum power at which the batteries can be charged and discharged.

Some batteries suffer from the “memory effect” in which a battery exhibits a lower discharge voltage
under a given load than is expected. This gives the appearance of lowered capacity but is actually a voltage
depression. Such a voltage depression occurs when a battery is repeatedly discharged to a partial depth
and recharged again. This builds an increased internal resistance at this partial depth of discharge and the
battery appears as a result to only be dischargeable to the partial depth. The problem, if and when it
occurs, can be remedied by deep discharging the cell a few times. Most batteries considered for modern
renewable applications are free from this effect, however.

15.7.2 Lead-Acid

Lead—acid is one of the oldest and most mature battery technologies. In its basic form, the lead—acid
battery consists of a lead (Pb) negative electrode, a lead dioxide (PbO,) positive electrode and a separator
to electrically isolate them. The electrolyte is dilute sulfuric acid (H,SO,), which provides the sulfate ions
for the discharge reactions. The chemistry is represented by:

PbO, + Pb + 2 H,50, < 2 PbSO, + 2H,0.
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FIGURE 15.2 Schematic of a generalized secondary battery. Directions of electron and ion migration shown are for
discharge, so that the positive electrode is the cathode and the negative electrode is the anode. During charge,
electrons and ions move in the opposite directions and the positive electrode becomes the anode while the negative
electrode becomes the cathode.
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(In all battery chemistries listed in this chapter, left-to-right indicates battery discharge and right-
to-left indicates charging.)

There are three main types of lead—acid batteries: the flooded cell, the sealed gel cell, and the sealed
absorbed glass mat (AGM) lead—acid battery. The wet cell has a liquid electrolyte that must be replaced
occasionally to replenish the hydrogen and oxygen that escape during the charge cycle. The sealed gel cell
has a silica component added to the electrolyte to stiffen it. The AGM design uses a fiberglass-like
separator to hold electrolyte in close proximity to the electrodes, thereby increasing efficiency. For both
the gel and AGM configurations, there is a greatly reduced risk of hydrogen explosion and corrosion from
disuse. These two types do require a lower charging rate, however. Both the gel cells and the AGM
batteries are sealed and pressurized so that oxygen and hydrogen produced during the charge cycle are
recombined into water.

The lead—acid battery is a low-cost and popular storage choice for power-quality applications. Its
application for utility shaping, however, has been very limited due to its short cycle life. A typical
installation survives a maximum of 1500 deep cycles.* Yet, lead—acid batteries have been used in a few
commercial and large-scale energy management applications. The largest one is a 140-GJ system in
Chino, California, built in 1988. Lead—acid batteries have a specific energy of only 0.18 MJ/kg and would
therefore not be a viable automobile option apart from providing the small amount of energy needed to
start an engine. It also has a poor energy density at around 0.25 MJ/L. The advantages of the lead—acid
battery technology are low cost and high power density.

15.7.3 Lithium-Ion

Lithium-ion and lithium polymer batteries, although primarily used in the portable electronics market,
are likely to have future use in many other applications. The cathode in these batteries is a lithiated
metal oxide (LiCoO,, LiMO,, etc.) and the anode is made of graphitic carbon with a layer structure. The
electrolyte consists of lithium salts (such as LiPFg) dissolved in organic carbonates; an example of Li-ion
battery chemistry is

Li,C + Li,_,CoO, < LiCoO, + C.

When the battery is charged, lithium atoms in the cathode become ions and migrate through the
electrolyte toward the carbon anode where they combine with external electrons and are deposited
between carbon layers as lithium atoms. This process is reversed during discharge. The lithium polymer
variation replaces the electrolyte with a plastic film that does not conduct electricity but allows ions to
pass through it. The 60°C operating temperature requires a heater, reducing overall efficiency slightly.

Lithium-ion batteries have a high energy density of about 0.72 MJ/L and have low internal resistance;
they will achieve efficiencies in the 90% range and above. They have an energy density of around
0.72 MJ/kg. Their high energy efficiency and energy density make lithium-ion batteries excellent
candidates for storage in all four applications considered here: utility shaping, power quality, distributed
generation, and automotive.

15.7.4 Nickel-Cadmium

Nickel-cadmium (NiCd) batteries operate according to the chemistry:

2NiOOH + 2H,0 + Cd < 2Ni(OH), + Cd(OH),.

NiCd batteries are not common for large stationary applications. They have a specific energy of about
0.27 MJ/kg, an energy density of 0.41 MJ/L and an efficiency of about 75%. Alaska’s Golden Valley
Electric Association commissioned a 40-MW/290-GJ] nickel-cadmium battery in 2003 to improve
reliability and to supply power for essentials during outages.” Resistance to cold and relatively low cost
were among the deciding factors for choosing the NiCd chemistry.
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Cadmium is a toxic heavy metal and there are concerns relating to the possible environmental hazards
associated with the disposal of NiCd batteries. In November 2003, the European Commission adopted a
proposal for a new battery directive that includes recycling targets of 75% for NiCd batteries. However,
the possibility of a ban on rechargeable batteries made from nickel-cadmium still remains and hence the
long-term viability and availability of NiCd batteries continues to be uncertain. NiCd batteries can also
suffer from “memory effect,” where the batteries will only take full charge after a series of full discharges.
Proper battery management procedures can help to mitigate this effect.

15.7.5 Nickel-Metal Hydride
The nickel-metal hydride (NiMH) battery operates according to the chemistry:

MH + NiOOH < M + Ni(OH),,

where M represents one of a large variety of metal alloys that serve to take up and release hydrogen.
NiMH batteries were introduced as a higher energy density and more environmentally friendly version of
the nickel-cadmium cell. Modern nickel-metal hydride batteries offer up to 40% higher energy density
than nickel-cadmium. There is potential for yet higher energy density, but other battery technologies
(lithium-ion, in particular) may fill the same market sooner.

Nickel-metal hydride is less durable than nickel-cadmium. Cycling under heavy load and storage at
high temperature reduces the service life. Nickel-metal hydride suffers from a higher self-discharge rate
than the nickel-cadmium chemistry. Nickel-metal hydride batteries have a specific energy of 0.29 MJ/kg,
an energy density of about 0.54 MJ/L and an energy efficiency of about 70%. These batteries have been an
important bridging technology in the portable electronics and hybrid automobile markets. Their future
is uncertain because other battery chemistries promise higher energy storage potential and cycle life.

15.7.6 Sodium-Sulfur

A sodium-sulfur (NaS) battery consists of a liquid (molten) sulfur positive electrode and liquid (molten)
sodium negative electrode, separated by a solid beta-alumina ceramic electrolyte (Figure 15.3).
The chemistry is as follows:

2Na + x S <> Na,S,.

When discharging, positive sodium ions pass through the electrolyte and combine with the sulfur to
form sodium polysulfides. The variable x in the equation is equal to 5 during early discharging, but after
free sulfur has been exhausted a more sodium-rich mixture of polysulfides with lower average values of x
develops. This process is reversible as charging causes sodium polysulfides in the positive electrode to
release sodium ions that migrate back through the electrolyte and recombine as elemental sodium. The
battery operates at about 300°C. Na$ batteries have a high energy density of around 0.65 MJ/L and a
specific energy of up to 0.86 M]J/kg. These numbers would indicate an application in the automotive
sector, but warm-up time and heat-related accident risk make its use there unlikely. The efficiency of this
battery chemistry can be as high as 90% and would be suitable for bulk storage applications while
simultaneously allowing effective power smoothing operations.®

15.7.7 Zebra
Zebra is the popular name for the sodium-nickel-chloride battery chemistry:

NiCl, + 2Na < Ni + 2 NaCl.

Zebra batteries are configured similarly to sodium—sulfur batteries (see Figure 15.3), and also operate
at about 300°C. Zebra batteries boast a greater than 90% energy efficiency, a specific energy of up to
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FIGURE 15.3 Sodium-sulfur battery showing discharge chemistry. The sodium (Na) and sulfur (S) electrodes are
both in a liquid state and are separated by a solid, beta-alumina ceramic electrolyte that allows only sodium ions to
pass. Charge is extracted from the electrolytes with metal contacts; the positive contact is the battery wall.

0.32 MJ/kg and an energy density of 0.49 MJ/L.” Its tolerance for a wide range of operating
temperature and high efficiency, coupled with a good energy density and specific energy, make its
most probable application the automobile sector, and as of 2003 Switzerland’s MES-DEA is pursuing
this application aggressively.® Its high energy efficiency also makes it a good candidate for the
utility sector.

15.7.8 Flow Batteries

Most secondary batteries use electrodes both as an interface for gathering or depositing electrons, and as a
storage site for the products or reactants associated with the battery’s chemistry. Consequently, both
energy and power density are tied to the size and shape of the electrodes. Flow batteries store and release
electrical energy by means of reversible electrochemical reactions in two liquid electrolytes. An
electrochemical cell has two compartments—one for each electrolyte—physically separated by an ion
exchange membrane. Electrolytes flow into and out of the cell through separate manifolds and undergo
chemical reaction inside the cell, with ion or proton exchange through the membrane and electron
exchange through the external electric circuit. The chemical energy in the electrolytes is turned into
electrical energy and vice versa for charging. They all work in the same general way but vary in chemistry of
electrolytes.”

There are some advantages to using the flow battery over a conventional secondary battery. The
capacity of the system is scaleable by simply increasing the amount of solution. This leads to cheaper
installation costs as the systems get larger. The battery can be fully discharged with no ill effects and has
little loss of electrolyte over time. Because the electrolytes are stored separately and in large containers
(with a low surface area to volume ratio), flow batteries show promise to have some of the lowest self-
discharge rates of any energy storage technology available.

Poor energy densities and specific energies remand these battery types to utility-scale power shaping
and smoothing, although they might be adaptable for distributed-generation use. There are three types of
flow batteries that are closing in on commercialization: vanadium redox, polysulfide bromide, and
zinc bromide.
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15.7.8.1 Vanadium Redox

The vanadium redox flow battery (VRB) was pioneered at the University of New South Wales, Australia,
and has shown potentials for long cycle life and energy efficiencies of over 80% in large installations.'”
The VRB uses compounds of the element vanadium in both electrolyte tanks. The reaction chemistry at
the positive electrode is:

V3t 4 o Vi
and at the negative electrode,
VeVt 4o

Using vanadium compounds on both sides of the ion-exchange membrane eliminates the possible
problem of cross-contamination of the electrolytes and makes recycling easier.'' As of 2005, two small,
utility-scale VRB installations are operating, one 2.9-GJ unit on King Island, Australia and one 7.2-GJ
unit in Castle Valley, Utah.

15.7.8.2 Polysulfide Bromide

The polysulfide bromide battery (PSB) utilizes two salt solution electrolytes, sodium bromide (NaBr) and
sodium polysulfide (Na,S,). PSB electrolytes are separated in the battery cell by a polymer membrane
that only passes positive sodium ions. The chemistry at the positive electrode is

NaBr; +2Nat +2¢ < 3NaBr,

and at the negative electrode,
2Na,S, <> Na,S, +2Nat +2¢".

The PSB battery is being developed by Canada’s VRB Power Systems, Inc.'? This technology is
expected to attain energy efficiencies of approximately 75%."> Although the salt solutions themselves are
only mildly toxic, a catastrophic failure by one of the tanks could release highly toxic bromine gas.
Nevertheless, the Tennessee Valley Authority released a finding of no significant impact for a proposed
430-G]J facility and deemed it safe. !t

15.7.8.3 Zinc Bromide

In each cell of a zinc bromide (ZnBr) battery, two different electrolytes flow past carbon-plastic
composite electrodes in two compartments separated by a microporous membrane. Chemistry at the
positive electrode follows the equation:

Bry(aq) +2e < 2Br,
and at the negative electrode:
Zne Zn*" 4 2¢.

During discharge, Zn and Br combine into zinc bromide. During charge, metallic zinc is deposited as a
thin-film on the negative electrode. Meanwhile, bromine evolves as a dilute solution on the other side of
the membrane, reacting with other agents to make thick bromine oil that sinks to the bottom of the
electrolytic tank. During discharge, a pump mixes the bromine oil with the rest of the electrolyte. The
zinc bromide battery has an energy efficiency of nearly 80%."

Exxon developed the ZnBr battery in the early 1970 s. Over the years, many GJ-scale ZnBr batteries
have been built and tested. Meidisha demonstrated a 1-MW/14-GJ ZnBr battery in 1991 at Kyushu
Electric Power Company. Some GJ-scale units are now available preassembled, complete with plumbing
and power electronics.
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15.7.9 Electrolytic Hydrogen

Diatomic, gaseous hydrogen (H,) can be manufactured with the process of electrolysis; an electric
current applied to water separates it into components O, and H,. The oxygen has no inherent energy
value, but the HHV of the resulting hydrogen can contain up to 90% of the applied electric energy,
depending on the technology.'® This hydrogen can then be stored and later combusted to provide heat or
work, or to power a fuel cell (see Chapter 23).

The gaseous hydrogen is low density and must be compressed to provide useful storage. Compression
to a storage pressure of 350 bar, the value usually assumed for automotive technologies, consumes up to
12% of the hydrogen’s HHV if performed adiabatically, although the loss approaches a lower limit of 5%
as the compression approaches an isothermal ideal.!” Alternatively, the hydrogen can be stored in liquid
form, a process that costs about 40% of HHV using current technology, and that at best would consume
about 25%. Liquid storage is not possible for automotive applications, because mandatory boil-off from
the storage container cannot be safely released in closed spaces (i.e., garages).

Hydrogen can also be bonded into metal hydrides using an absorption process. The energy penalty of
storage may be lower for this process, which requires pressurization to only 30 bar. However, the density
of the metal hydride can be between 20 and 100 times the density of the hydrogen stored. Carbon
nanotubes have also received attention as a potential hydrogen storage medium.'®

15.8 Mechanical Energy Storage

15.8.1 Pumped Hydro

Pumped hydro is the oldest and largest of all of the commercially available energy storage technologies,
with existing facilities up to 1000 MW in size. Conventional pumped hydro uses two water reservoirs,
separated vertically. Energy is stored by moving water from the lower to the higher reservoir, and
extracted by allowing the water to flow back to the lower reservoir. Energy is stored according to the
fundamental physical principle of potential energy. To calculate the stored energy, E,, in joules, use the
formula:

E, = Vdgh,

where V is the volume of water raised (m?), d is the density of water (1000 kg/ m?), g is the acceleration of
gravity (9.8 m/s®), and h is the elevation difference between the reservoirs (m) often referred to as
the head.

Though pumped hydro is by nature a mechanical energy storage technology, it is most commonly used
for electric utility shaping. During off-peak hours electric pumps move water from the lower reservoir to
the upper reservoir. When required, the water flow is reversed to generate electricity. Some high dam hydro
plants have a storage capability and can be dispatched as pumped hydro storage. Underground pumped
storage, using flooded mine shafts or other cavities, is also technically possible but probably prohibitively
expensive. The open sea can also be used as the lower reservoir if a suitable upper reservoir can be built at
close proximity. A 30-MW seawater pumped hydro plant was first built in Yanbaru, Japan in 1999.

Pumped hydro is most practical at a large scale with discharge times ranging from several hours to a
few days. There is over 90 GW of pumped storage in operation worldwide, which is about 3% of global
electric generation capacity.'” Pumped storage plants are characterized by long construction times and
high capital expenditure. Its main application is for utility shaping. Pumped hydro storage has the
limitation of needing to be a very large capacity to be cost-effective, but can also be used as storage for a
number of different generation sites.

Efficiency of these plants has greatly increased in the last 40 years. Pumped storage in the 1960s had
efficiencies of 60% compared with 80% for new facilities. Innovations in variable speed motors have
helped these plants operate at partial capacity, and greatly reduced equipment vibrations, increasing
plant life.
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15.8.2 Compressed Air

A relatively new energy storage concept that is implemented with otherwise mature technologies is
compressed air energy storage (CAES). CAES facilities must be coupled with a combustion turbine, so
are actually a hybrid storage/generation technology.

A conventional gas turbine consists of three basic components: a compressor, combustion chamber,
and an expander. Power is generated when compressed air and fuel burned in the combustion chamber
drive turbine blades in the expander. Approximately 60% of the mechanical power generated by the
expander is consumed by the compressor supplying air to the combustion chamber.

A CAES facility performs the work of the compressor separately, stores the compressed air, and at a
later time injects it into a simplified combustion turbine. The simplified turbine includes only the
combustion chamber and the expansion turbine. Such a simplified turbine produces far more energy
than a conventional turbine from the same fuel, because there is potential energy stored in the
compressed air. The fraction of output energy beyond what would have been produced in a conventional
turbine is attributable to the energy stored in compression.

The net efficiency of storage for a CAES plant is limited by the heat energy loss occurring at
compression. The overall efficiency of energy storage is about 75%.>°

CAES compressors operate on grid electricity during oft-peak times, and use the expansion turbine to
supply peak electricity when needed. CAES facilities cannot operate without combustion because the
exhaust air would exit at extremely low temperatures causing trouble with brittle materials and icing. If
100% renewable energy generation is sought, biofuel could be used to fuel the gas turbines. There might
still be other emissions issues but the system could be fully carbon neutral.

The compressed air is stored in appropriate underground mines, caverns created inside salt rocks or
possibly in aquifers. The first commercial CAES facility was a 290-MW unit built in Hundorf, Germany in
1978. The second commercial installation was a 110-MW unit built in McIntosh, Alabama in 1991. The
third commercial CAES is a 2,700-MW plant under construction in Norton, Ohio. This nine-unit plant
will compress air to about 100 bar in an existing limestone mine 2200 ft. (766 m) underground.?' The
natural synergy with geological caverns and turbine prime movers dictate that these be on the utility scale.

15.8.3 Flywheels

Most modern flywheel energy storage systems consist of a massive rotating cylinder (comprised of a rim
attached to a shaft) that is supported on a stator by magnetically levitated bearings that eliminate bearing
wear and increase system life. To maintain efficiency, the flywheel system is operated in a low vacuum
environment to reduce drag. The flywheel is connected to a motor/generator mounted onto the stator
that, through some power electronics, interact with the utility grid.

The energy stored in a rotating flywheel, in joules, is given by

1
E =—Iuw?
2

where I is the flywheel’s moment of inertia (kg m?), and w is its angular velocity (s~ ?). I is proportional
to the flywheel’s mass, so energy is proportional to mass and the square of speed. In order to maximize
energy capacity, flywheel designers gravitate toward increasing the flywheel’s maximum speed rather than
increasing its moment of inertia. This approach also produces flywheels with the higher specific energy.

Some of the key features of flywheels are low maintenance, a cycle life of better than 10,000 cycles, a
20-year lifetime and environmentally friendly materials. Low-speed, high-mass flywheels (relying on I for
energy storage) are typically made from steel, aluminum, or titanium; high-speed, low-mass flywheels
(relying on w for energy storage) are constructed from composites such as carbon fiber.

Flywheels can serve as a short-term ride-through before long-term storage comes online. Their low
energy density and specific energy limit them to voltage regulation and UPS capabilities. Flywheels can
have energy efficiencies in the upper 90% range depending on frictional losses.
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15.9 Direct Thermal Storage

Direct thermal technologies, although they are storing a lower grade of energy (heat, rather than electrical
or mechanical energy) can be useful for storing energy from systems that provide heat as a native
output (e.g., solar thermal, geothermal), or for applications where the energy’s commodity value is heat
(e.g., space heating, drying).

Although thermal storage technologies can be characterized by specific energy and energy density like
any other storage technology, they can also be characterized by an important, additional parameter: the
delivery temperature range. Different end uses have more or less allowance for wide swings of the delivery
temperature. Also, some applications require a high operating temperature that only some thermal
storage media are capable of storing.

Thermal storage can be classified into two fundamental categories: sensible heat storage and latent heat
storage. Applications that have less tolerance for temperature swings should utilize a latent heat
technology.

Input to and output from heat energy storage is accomplished with heat exchangers. The discussion
below focuses on the choice of heat storage materials; the methods of heat exchange will vary widely
depending on properties of the storage material, especially its thermal conductivity. Materials with higher
thermal conductivity will require a smaller surface area for heat exchange. For liquids, convection or
pumping can reduce the need for a large heat exchanger. In some applications, the heat exchanger is
simply the physical interface of the storage material with the application space (e.g., phase-change
drywall, see below).

15.9.1 Sensible Heat

Sensible heat is the heat that is customarily and intuitively associated with a change in temperature of a
massive substance. The heat energy, E, stored in such a substance is given by:

E; = (T, —T\)eM,

where ¢ is the specific heat of the substance (J/kg °C) and M is the mass of the substance (kg); T; and T,
are the initial and final temperatures, respectively (°C). The specific heat ¢ is a physical parameter
measured in units of heat per temperature per mass: substances with the ability to absorb heat energy
with a relatively small increase in temperature (e.g., water) have a high specific heat, whereas those that
get hot with only a little heat input (e.g., lead) have a low specific heat. Sensible heat storage is best
accomplished with materials having a high specific heat.

15.9.1.1 Liquids

Sensible heat storage in a liquid is, with very few exceptions, accomplished with water. Water is unique
among chemicals in having an abnormally high specific heat of 4,186 J/kg K, and furthermore has a
reasonably high density. Water is also cheap and safe. It is the preferred choice for most nonconcentrating
solar thermal collectors.

Liquids other than water may need to be chosen if the delivery temperature must be higher than 100°C, or
if the system temperature can fall below 0°C. Water can be raised to temperatures higher than 100°C, but the
costs of storage systems capable of containing the associated high pressures are usually prohibitive. Water
can be mixed with ethylene glycol or propylene glycol to increase the useful temperature range and
prevent freezing.

When a larger temperature range than that afforded by water is required, mineral, synthetic, or silicone
oils can be used instead. The tradeoffs for the increased temperature range are higher cost, lower specific
heat, higher viscosity (making pumping more difficult), flammability, and, in some cases, toxicity.

For very high temperature ranges, salts are usually preferred that balance a low specific heat with a high
density and relatively low cost. Sodium nitrate has received the most prominent testing for this purpose
in the U.S. Department of Energy’s Solar Two Project located in Barstow, California.
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FIGURE 15.4 Two-tank thermal storage system; hot water is shown in gray and cold water is shown in white. When
the heat source is producing more output than required for the load, valve H is turned to deposit hot liquid in the
tank. When it is producing less than required for the load, the valve is turned to provide supplemental heat from the
storage tank. Note that each tank must be large enough to hold the entire fluid capacity of the system.

Liquid sensible heat storage systems are strongly characterized not just by the choice of heat-transfer
fluid, but also by the system architecture. Two-tank systems store the cold and hot liquids in separate
tanks (Figure 15.4). Thermocline systems use a single tank with cold fluid entering or leaving the bottom
of the tank and hot fluid entering or leaving the top (Figure 15.5). Thermocline systems can be
particularly low cost because they minimize the required tank volume, but require careful design to
prevent mixing of the hot and cold fluid.

One particularly interesting application of the thermocline concept is nonconvecting, salinity-gradient
solar ponds that employ the concept in reverse. Solar ponds are both an energy collection and energy storage
technology. Salts are dissolved in the water to introduce a density gradient, with the densest (saltiest) water on
the bottom and lightest (freshest) on top. Solar radiation striking the dark bottom of the pond heats the
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FIGURE 15.5 Thermocline storage tank. Thermocline storage tanks are tall and narrow to encourage the gravity-
assisted separation of hot and cold fluid, and include design features (especially at the input/output connectors) to
prevent mixing in the stored fluid.
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densest water, but convection of the heated water to the top cannot occur because the density gradient
prevents it. Salinity-gradient ponds can generate and store hot water at temperatures approaching 95°C.*

15.9.1.2 Solids

Storage of sensible heat in solids is usually most effective when the solid is in the form of a bed of small
units, rather than a single mass. The reason is that the surface-to-volume ratio increases with the number
of units, so that heat transfer to and from the storage device is faster for a greater number of units. Energy
can be stored or extracted from a thermal storage bed by passing a gas (such as air) through the bed.
Thermal storage beds can be used to extract and store the latent heat of vaporization from water
contained in flue gases.

Although less effective for heat transfer, monolithic solid storage has been successfully used in
architectural applications and solar cookers.

15.9.2 Latent Heat

Latent heat is absorbed or liberated by a phase change or a chemical reaction and occurs at a constant
temperature. A phase change means the conversion of a homogenous substance among its various solid,
liquid, or gaseous phases. One very common example is boiling water on the stovetop: though a
substantial amount of heat is absorbed by the water in the pot, the boiling water maintains a constant
temperature of 100°C. The latent heat, E, stored through a phase change is:

E, = IM,

where M is the mass of material undergoing a phase change (kg), and [ is the latent heat of vaporization
(for liquid—gas phase changes) or the latent heat of fusion (for solid-liquid phase changes), in J/kg; [ is
measured in units of energy per mass. Conservation of energy dictates that the amount of heat absorbed
in a given phase change is equal to the amount of heat liberated in the reverse phase change.

Although the term phase change is used here to refer only to straightforward freezing and melting,
many sources use the term phase-change materials or PCMs to refer to any substance storing latent heat
(including those described in Section 15.1.9.6 and Section 15.1.9.7, as well.)

15.9.2.1 Phase Change

Practical energy storage systems based on a material phase change are limited to solid—solid and solid—
liquid phase changes. Changes involving gaseous phases are of little interest due to the expense associated
with containing a pressurized gas, and difficulty of transferring heat to and from a gas.

Solid—solid phase changes occur when a solid material reorganizes into a different molecular structure
in response to temperature. One particularly interesting example is lithium sulfate (Li,SO,) which
undergoes a change from a monoclinic structure to a face-centered cubic structure at 578°C, absorbing
214 J/g in the process, more than most solid—liquid phase changes.*’

Some common chemicals, their melting points and heats of fusion are listed in Table 15.4. Fatty acids
and paraffins received particular attention in the 1990s as candidate materials for the heat storage
component of phase-change drywall, a building material designed to absorb and release heat energy near
room temperature for the purpose of indoor temperature stabilization.** In this application, solids in the
drywall maintain the material’s structural integrity even though the phase-change materials are
transitioning between solid and liquid states.

15.9.2.2 Hydration-Dehydration

In this process, a salt or similar compound forms a crystalline lattice with water below a “melting-point”
temperature, and at the melting point the crystal dissolves in its own water of hydration. Sodium sulfate
(Na,SO,) is a good example, forming a lattice with ten molecules of water per molecule of sulfate
(Na,SO,-10H,0) and absorbing 241 J/g at 32°C.*

© 2007 by Taylor & Francis Group, LLC



15-18 Energy Conversion

TABLE 15.4 Melting Points and Heats of Fusion for Solid-Liquid Phase Changes

Melting Point°C Heat of Fusion J/g
Aluminum bromide 97 42
Aluminum iodide 191 81
Ammonium bisulfate 144 125
Ammonium nitrate 169 77
Ammonium thiocyanate 146 260
Anthracine 96 105
Arsenic tribromide 32 37
Beeswax 62 177
Boron hydride 99 267
Metaphosphoric acid 43 107
Naphthalene 80 149
Naphthol 95 163
Paraffin 74 230
Phosphoric acid 70 156
Potassium 63 63
Potassium thiocyanate 179 98
Sodium 98 114
Sodium hydroxide 318 167
Sulfur 110 56
Tallow 76 198
Water 0 335

Source: From Kreith, F. and Kreider J.E., Principles of Solar Engineering, Taylor & Francis,
1978. With permission

Hydration—dehydration reactions have not found significant application in renewable energy systems,
although they, too, have been a candidate for phase-change drywall.

15.9.2.3 Chemical Reaction

A wide variety of reversible chemical reactions are available that release and absorb heat (see, for example,
Hanneman, Vakil, and Wentorf*®). The principal feature of this category of latent heat storage
technologies is the ability to operate at extremely high temperatures, in some cases over 900°C.
Extremely high temperature applications have focused primarily on fossil and advanced nuclear
applications; to date, none of these chemical methods of heat storage have been deployed in commercial
renewable energy applications.

15.10 Thermochemical Energy Storage

This section provides an overview of biomass storage technologies from an energetic perspective only.
Additional details on biomass fuels are presented in Chapter 22.

15.10.1 Biomass Solids

Plant matter is a storage medium for solar energy. The input mechanism is photosynthesis conversion
of solar radiation into biomass. The output mechanism is combustion of the biomass to generate
heat energy.

Biologists measure the efficiency of photosynthetic energy capture with the metric net primary
productivity (NPP), which is usually reported as a yield in units similar to dry Mg/ha-yr (dry metric tons
per hectare per year). However, to enable comparisons of biomass with other solar energy storage
technologies, it is instructive to estimate a solar efficiency by multiplying the NPP by the biomass heating
value (e.g., MJ/dry Mg) and then dividing the result by the average insolation at the crop’s location
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(e.g., MJ/ha-yr). The solar efficiency is a unitless value describing the fraction of incident solar energy
ultimately available as biomass heating value. Most energy crops capture between 0.2 and 2% of the
incident solar energy in heating value of the biomass; Table 15.5 shows examples of solar efficiencies
estimated for a number of test crops.

The principal method for extracting useful work or electricity from biomass solids is combustion.
Therefore, the solar efficiencies listed in Table 15.5 need to be multiplied by the efficiency of any
associated combustion process to yield a net solar efficiency. For example, if a boiler-based electric
generator extracts 35% of the feedstock energy as electricity, and the generator is sited at a switchgrass
plantation achieving 0.30% solar capture efficiency on a mass basis, the electric plant has a net solar
efficiency of 0.30% X 35% =0.11%. Because biomass is a low-efficiency collector of solar energy, it is very
land intensive compared to photovoltaic or solar thermal collectors that deliver energy at solar
efficiencies over 20% (see Chapter 19 and Chapter 20 for a full discussion). However, the capacity of
land to store standing biomass over time is extremely high, with densities up to several hundred Mg/ha
(and therefore several thousand GJ/ha), depending on the forest type. Standing biomass can serve as
long-term storage, although multiple stores need to be used to accommodate fire risk. For short-term
storage, woody biomass may be dried, and is frequently chipped or otherwise mechanically treated to
create a fine and homogenous fuel suitable for burning in a wider variety of combustors.

TABLE 15.5 Primary Productivity and Solar Efficiency of Biomass Crops

Location Crop Yield Average Insolation Solar
(dry Mg/ha-yr) (W/m?) Efficiency(%)
Alabama Johnsongrass 5.9 186 0.19
Alabama Switchgrass 8.2 186 0.26
Minnesota Willow and hybrid poplar 8-11 159 0.30-0.41
Denmark Phytoplankton 8.6 133 0.36
Sweden Enthropic lake angiosperm 7.2 106 0.38
Texas Switchgrass 8-20 212 0.22-0.56
California Euphorbia lathyris 16.3-19.3 212 0.45-0.54
Mississippi Water hyacinth 11.0-33.0 194 0.31-0.94
Texas Sweet sorghum 22.2-40.0 239 0.55-0.99
Minnesota Maize 24.0 169 0.79
West Indies Tropical marine angiosperm 30.3 212 0.79
Israel Maize 34.1 239 0.79
Georgia Subtropical saltmarsh 32.1 194 0.92
Congo Tree plantation 36.1 212 0.95
New Zealand Temperate grassland 29.1 159 1.02
Marshall Islands Green algea 39.0 212 1.02
New South Wales Rice 35.0 186 1.04
Puerto Rico Panicum maximum 48.9 212 1.28
Nova Scotia Sublittoral seaweed 32.1 133 1.34
Colombia Pangola grass 50.2 186 1.50
West Indies Tropical forest, mixed ages 59.0 212 1.55
California Algae, sewage pond 49.3-74.2 218 1.26-1.89
England Coniferous forest, 021 years 34.1 106 1.79
Germany Temperate reedswamp 46.0 133 1.92
Holland Maize, rye, two harvests 37.0 106 1.94
Puerto Rico Pennisetum purpurcum 84.5 212 2.21
Hawaii Sugarcane 74.9 186 2.24
Java Sugarcane 86.8 186 2.59
Puerto Rico Napier grass 106 212 2.78
Thailand Green algae 164 186 4.90

Source: From Klass, D. L., Biomass for Renewable Energy, Fuels, and Chemicals, Academic Press, San Diego, CA, 1998.

With permission.
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15.10.2 Ethanol

Biomass is a more practical solar energy storage medium if it can be converted to liquid form. Liquids
allow for more convenient transportation and combustion, and enable extraction on demand (through
reciprocating engines) rather than through a less dispatchable, boiler- or turbine-based process. This
latter property also enables its use in automobiles.

Biomass grown in crops or collected as residue from agricultural processes consists principally of
cellulose, hemicellulose, and lignin. The sugary or starchy by-products of some crops such as sugarcane,
sugar beet, sorghum, molasses, corn, and potatoes can be converted to ethanol through fermentation
processes, and these processes are the principal source of ethanol today. Starch-based ethanol
production is low efficiency, but does succeed in transferring about 16% of the biomass heating
value to the ethanol fuel.”’

When viewed as a developing energy storage technology, ethanol derived from cellulose shows
much more promise than the currently prevalent starch-based ethanol.”® Cellulosic ethanol can be
manufactured with two fundamentally different methods: either the biomass is broken down to sugars
using a hydrolysis process, and then the sugars are subjected to fermentation; or the biomass is gasified
(see below), and the ethanol is subsequently synthesized from this gas with a thermochemical process.
Both processes show promise to be far cheaper than traditional ethanol manufacture via fermentation
of starch crops, and will also improve energy balances. For example, it is estimated that dry sawdust can
yield up to 224 L/Mg of ethanol, thus recovering about 26% of the higher heating value of the
sawdust.?’ Because the ethanol will still need to be combusted in a heat engine, the gross, biomass-
to-useful-work efficiency will be well below this. In comparison, direct combustion of the biomass to
generate electricity makes much more effective use of the biomass as an energy storage medium.
Therefore, the value of ethanol as an energy storage medium lies mostly in the convenience of its liquid
(rather than solid) state.

15.10.3 Biodiesel

As starch-based ethanol is made from starchy by-products, most biodiesel is generated from oily by-
products. Some of the most common sources are rapeseed oil, sunflower oil, and soybean oil. Biodiesel
yields from crops like these range from about 300 to 1000 kg/ha-yr, but the crop as a whole produces
about 20 Mg/ha-yr, meaning that the gross solar capture efficiency for biodiesel from crops ranges
between 1/20 and 1/60 the solar capture efficiency of the crop itself. Because of this low solar-capture
efficiency, biomass cannot be the principal energy storage medium for transportation needs.>

Biodiesel can also be manufactured from waste vegetable or animal oils; however, in this case,
the biodiesel is not functioning per se as a solar energy storage medium, so is not further treated in
this work.

15.10.4 Syngas

Biomass can be converted to a gaseous state for storage, transportation, and combustion (or other
chemical conversion).”" Gasification processes are grouped into three different classes: pyrolysis is the
application of heat in anoxic conditions; partial oxidation is combustion occurring in an oxygen-starved
environment; reforming is the application of heat in the presence of a catalyst. All three processes
form syngas, a combination of methane, carbon monoxide, carbon dioxide and hydrogen. The relative
abundances of the gaseous products can be controlled by adjusting heat, pressure, and feed rates. The
HHYV of the resulting gas can contain up to 78% of the original HHV of the feedstock, if the feedstock is
dry.”” Compositions and heating values of two example syngases are listed in Table 15.3.

The equivalent of up to 10% of the gas HHV will be lost when the gas is pressurized for transportation
and storage. Even with this loss, gasification is a considerably more efficient method than ethanol
manufacture for transferring stored solar energy to a nonsolid medium.
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16.1 Introduction

Nuclear power is derived from the fission of heavy element nuclei or the fusion of light element nuclei.

This chapter will discuss nuclear power derived from the fission process because fusion as a practical
power source will not reach the stage of commercial development in the next 20-25 years. In a nuclear

reactor, the energy available from the fission process is captured as heat that is transferred to working
fluids that are used to generate electricity. Uranium-235 (***U) is the primary fissile fuel currently used in
nuclear power plants. It is an isotope of uranium that occurs naturally at about 0.72% of all natural
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uranium deposits. When **°U is “burned” (fissioned) in a reactor, it provides about one megawatt day of
energy for each gram of **°U fissioned (3.71X 10'° Btu/Ib).

Nuclear power technology includes not only the nuclear power plants that produce electric power but
also the entire nuclear fuel cycle. Nuclear power begins with the mining of uranium. The ore is processed
and converted to a form that can be enriched in the **°U isotope so that it can be used efficiently in
today’s light-water-moderated reactors. The reactor fuel is then fabricated into appropriate fuel forms for
use in nuclear power plants. Spent fuel can then be either reprocessed or stored for future disposition.
Radioactive waste materials are generated in all of these operations and must be disposed of. The
transportation of these materials is also a critical part of the nuclear fuel cycle.

In this chapter, the development, current use, and future of nuclear power will be discussed. The
second section of this chapter is a brief review of the development of nuclear energy as a source for
production of electric power, and looks at nuclear power as it is deployed today both in the United
States and worldwide. The third section examines the next generation of nuclear power plants that will
be built. The fourth section reviews concepts being proposed for a new generation of nuclear power
plants. The fifth section describes the nuclear fuel cycle, beginning with the availability of fuel materials
and ending with a discussion of fuel reprocessing technologies. The sixth section discusses nuclear
waste and the options for its management. The seventh section addresses nuclear power economics.
Conclusions are presented in Section 16.2.8.

16.2 Development of Current Power-Reactor Technologies

The development of nuclear reactors for power production began following World War II when
engineers and scientists involved in the development of the atomic bomb recognized that controlled
nuclear chain reactions could provide an excellent source of heat for the production of electricity.
Early research on a variety of reactor concepts culminated in President Eisenhower’s 1953 address to
the United Nations in which he gave his famous “Atoms for Peace” speech, in which he pledged the
United States “to find the way by which the miraculous inventiveness of man shall not be dedicated
to his death, but consecrated to his life” In 1954, President Eisenhower signed the 1954 Atomic
Energy Act that fostered the cooperative development of nuclear energy by the Atomic Energy
Commission (AEC) and private industry. This marked the beginning of the commercial nuclear
power program in the United States.

The world’s first large-scale nuclear power plant was the Shippingport Atomic Power Station in
Pennsylvania, which began operation in 1957. This reactor was a pressurized-water reactor (PWR)
nuclear power plant designed and built by the Westinghouse Electric Company and operated by the
Duquesne Light Company. The plant produced 68 MWe and 231 MWt.

The first commercial-size boiling-water reactor (BWR) was the Dresden Nuclear Power Plant that
began operation in 1960. This 200 MWe plant was owned by the Commonwealth Edison Company and
was built by the General Electric Company at Dresden, Illinois, about 50 miles southwest of Chicago.

Although other reactor concepts, including heavy-water-moderated, gas-cooled and liquid-metal-
cooled reactors, have been successfully operated, the PWR and BWR reactor designs have dominated the
commercial nuclear power market, particularly in the U.S. These commercial power plants rapidly
increased in size from the tens of MWe generating capacity to over 1000 MWe. Today, nuclear power
plants are operating in 33 countries. The following section presents the current status of nuclear power
plants operating or under construction around the world.

16.2.1 Current Nuclear Power Plants Worldwide

At the end of 2004 there were 439 individual nuclear power reactors operating throughout the world.
More than half of these nuclear reactors are PWRs. The distribution of current reactors by type is listed in
Table 16.1. As shown in Table 16.1, there are six types of reactors currently used for electricity generation
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TABLE 16.1 Nuclear Power Units by Reactor Type, Worldwide

Reactor Type Main Countries  # Units Operational GWe Fuel

Pressurized light-water reactors U.S., France, 263 237 Enriched UO,
(PWR) Japan, Russia

Boiling light-water reactors (BWR U.S., Japan, 92 81 Enriched UO,
and AWBR) Sweden

Pressurized heavy-water Canada 38 19 Natural UO,
reactors—CANDU (PHWR)

Gas-cooled reactors (Magnox & UK. 26 11 Natural U (metal),
AGR) enriched UO,

Graphite-moderated light-water ~ Russia 17 13 Enriched UO,
reactors (RBMK)

Liquid-metal-cooled fast-breeder ~ Japan, France, 3 1 PuO, and UO,
reactors (LMFBR) Russia

439 362

Source: Information taken from World Nuclear Association Information Paper “Nuclear Power Reactors”.

throughout the world. The following sections provide a more detailed description of the different reactor
types shown in the table.

16.2.2 Pressurized-Water Reactors

Pressurized-water reactors represent the largest number of reactors used to generate electricity
throughout the world. They range in size from about 400-1500 MWe. The PWR shown in
Figure 16.1 consists of a reactor core that is contained within a pressure vessel and is cooled by
water under high pressure. The nuclear fuel in the core consists of uranium dioxide fuel pellets enclosed
in zircaloy rods that are held together in fuel assemblies. There are 200-300 rods in an assembly and

Pressurized water reactor—
a common type of light water reactor
(LWR)

Contalnment structure

///// Steam line gl'l:]?rigg r

Steam generator — V Somerar
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Steel Control rods

[pressur 4‘
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IIIII/ water
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FIGURE 16.1 Sketch of a typical PWR power plant. (From World Nuclear Association, http://www.world-
nuclear.org.)
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100-200 fuel assemblies in the reactor core. The rods are arranged vertically and contain 80-100 tons of
enriched uranium.

The pressurized water at 315°C is circulated to the steam generators. The steam generator is a tube-
and shell-type of heat exchanger with the heated high-pressure water circulating through the tubes. The
steam generator isolates the radioactive reactor cooling water from the steam that turns the turbine
generator. Water enters the steam generator shell side and is boiled to produce steam that is used to
turn the turbine generator producing electricity. The pressure vessel containing the reactor core and the
steam generators are located in the reactor containment structure. The steam leaving the turbine is
condensed in a condenser and returned to the steam generator. The condenser cooling water is
circulated to cooling towers where it is cooled by evaporation. The cooling towers are often pictured as
an identifying feature of a nuclear power plant.

16.2.3 Boiling-Water Reactors

The BWR power plants represent the second-largest number of reactors used for generating electricity.
The BWRs range in size from 400 to 1200 MWe. The BWR, shown in Figure 16.2, consists of a reactor
core located in a reactor vessel that is cooled by circulating water. The cooling water is heated to 285°C in
the reactor vessel and the resulting steam is sent directly to the turbine generators. There is no secondary
loop as there is in the PWR. The reactor vessel is contained in the reactor building. The steam leaving the
turbine is condensed in a condenser and returned to the reactor vessel. The condenser cooling water is
circulated to the cooling towers where it is cooled by evaporation.

16.2.4 Pressurized Heavy-Water Reactor

The so-called CANDU reactor was developed in Canada beginning in the 1950s. It consists of a large tank
called a calandria containing the heavy-water moderator. The tank is penetrated horizontally by pressure
tubes that contain the reactor fuel assemblies. Pressurized heavy water is passed over the fuel and heated

Steel Steam +— Concrete shield
pressure separator
vessel
=
Turbine

Steam /= —~ —

|

Water

A
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\
H Fuel elements
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FIGURE 16.2  Sketch of a typical BWR power plant. (From World Nuclear Association, http://www.world-nuclear.
org.)

© 2007 by Taylor & Francis Group, LLC


http://www.world-nuclear.org
http://www.world-nuclear.org

Nuclear Power Technologies 16-5

to 290°C. As in the PWR, this pressurized water is circulated to a steam generator where light water is
boiled, thereby forming the steam used to drive the turbine generators.

The pressure-tube design allows the CANDU reactor to be refueled while it is in operation. A single
pressure tube can be isolated and the fuel can be removed and replaced while the reactor continues to
operate. The heavy water in the calandria is also circulated and heat is recovered from it. The CANDU
reactor is shown in Figure 16.3.

16.2.5 Gas-Cooled Reactors

Gas-cooled reactors were developed and implemented in the U.K. The first generation of these
reactors was called Magnox, followed by the advanced gas-cooled reactor (AGR). These reactors are
graphite moderated and cooled by CO,. The Magnox reactors are fueled with uranium metal fuel,
whereas the AGRs use enriched UO, as the fuel material. The CO, coolant is circulated through the
reactor core and then to a steam generator. The reactor and the steam generators are located in a
concrete pressure vessel. As with the other reactor designs, the steam is used to turn the turbine
generator to produce electricity. Figure 16.4 shows the configuration for a typical gas-cooled
reactor design.

16.2.6 Other Power Reactors

The remaining reactors listed in Table 16.5 are the light-water graphite-moderated reactors used in
Russia, and the liquid-metal-cooled fast-breeder reactors (LMFBRs) in Japan, France, and Russia. In the

Containment structure

Steam line

Steam
generator

Control ] Turbine
rods x generator

Fuel channels

Condenser

T .
T Calandria cooling

vessel water
Moderator

heat
excharger

FIGURE 16.3 Sketch of a typical CANDU reactor power station. (From World Nuclear Association, http://www.
world-nuclear.org.)
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FIGURE 16.4 Sketch of a typical gasd-cooled reactor power station. (From World Nuclear Association, http://www.
world-nuclear.org.)

light-water graphite-moderated reactors, the fuel is contained in vertical pressure tubes where the cooling
water is allowed to boil at 290°C and the resulting steam is circulated to the turbine generator system as it
is in a BWR. In the case of the LMFBR, sodium is used as the coolant and a secondary sodium cooling
loop is used to provide heat to the steam generator.

16.2.7 Growth of Nuclear Power

The growth of nuclear power generation is being influenced by three primary factors. These factors are:
(1) current plants are being modified to increase their generating capacity, (2) the life of old plants is
being lengthened by life-extension practices that include relicensing, and (3) new construction is adding
to the number of plants operating worldwide. According to the IAEA, in May 2005, there were 440
nuclear power plants in operation with a total net installed capacity of 367 GWe. They now anticipate
that 60 new plants will be constructed in the next 15 years, increasing the installed capacity to 430 GWe
by 2020.

16.2.7.1

Operating nuclear plantsare being modified to increase their generating capacity. Reactorsin the U.S., Belgium,
Sweden, Germany, Switzerland, Spain, and Finland arebeing uprated. Inthe U.S., 96 reactorshave been uprated
since 1977, with some of them having capacity increased up to 20%. The number of operating reactors in the
U.S. peaked in 1991 with a gross electrical generation of over 70,000 MW-years; however, in 2003, the net
electrical generation approached 90,000 MW-years from six fewer reactors. The generating capacity increase

Increased Capacity

was due to both power uprating and improvements in operation and maintenance practices to produce higher
plant availability. Switzerland increased the capacity ofits plants by over 12%, whereas in Spain, uprating has
added 11% to that country’s nuclear capacity. The uprating process has proven to be a very cost effective way to
increase overall power production capacity while avoiding the high capital cost of new construction.

16.2.7.2 Plant-Life Extension

Life extension is the process by which the life of operating reactors is increased beyond the original
planned and licensed life. Most reactors were originally designed and licensed for an operational life of 40
years. Without life extension, many of the reactors that were built in the 1970 s and 1980 s would reach
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the end of their operational lives during the years 2010-2030. If they were not replaced with new plant
construction, there would be a significant decrease in nuclear-based electricity generation as these plants
reached the end of their useful life.

Engineering assessments of current nuclear plants have shown that they are able to operate for longer
than their original planned and licensed lifetime. Fifteen plants in the U.S. have been granted 20-year
extensions to their operating licenses by the U.S. Nuclear Regulatory Commission (NRC). The operators
of most of the remaining plants are also expected to apply for license extensions. This will give the plants
an operating life of 60 years. In Japan, operating lifetimes of 70 years are envisaged.

The oldest nuclear power stations in the world were operated in Great Britain. Chalder Hall and
Chaplecross were built in the 1950 s and were expected to operate for 20-25 years. They were authorized
to operate for 50 years, but were shut down in 2003 and 2004 for economic reasons. In 2000, the Russian
government extended the lives of their 12 oldest reactors by 15 years for a total of 45 years.

Although life extension has become the norm throughout the world, many reactors have been shut
down due to economic, regulatory, and political reasons. Many of these reactors were built early in the
development of nuclear power. They tended to be smaller in size and were originally built for

TABLE 16.2 Power Reactors under Construction

Start Operation Country, Organization Reactor Type MWe (net)
2005 Japan, Tohoku Higashidori 1 BWR 1067
2005 India, NPCIL Tarapur 4 PHWR 490
2005 China, CNNC Tianwan 1 PWR 950
2005 Ukraine, Energoatom Khmelnitski PWR 950
2005 Russia, Rosenergoatom Kalinin 3 PWR 950
2006 Iran, AEOI Bushehr 1 PWR 950
2006 Japan, Hokuriku Shika 2 ABWR 1315
2006 India, NPCIL Tarapur 3 PHWR 490
2006 China, CNNC Tianwan 2 PWR 950
2006 China, Taipower Lungmen 1 ABWR 1300
2007 India, NPCIL Rawatbhata 5 PHWR 202
2007 Romania, SNN Cernavoda 2 PHWR 650
2007 India, NPCIL Kudankulam 1 PWR 950
2007 India, NPCIL Kaiga 3 PHWR 202
2007 India, NPCIL Kaiga 4 PHWR 202
2007 USA, TVA Browns Ferry 1 BWR 1065
2007 China, Taipower Lungmen 2 ABWR 1300
2008 India, NPCIL Kudankulam 2 PWR 950
2008 India, NPCIL Rawatbhata 6 PHWR 202
2008 Russia, Rosenergoatom Volgodonsk-2 PWR 950
2008 Korea, KHNP Shin Kori 1 PWR 950
2009 Finland, TVO Oikiluoto 3 PWR 1600
2009 Japan, Hokkaido Tomari 3 PWR 912
2009 Korea, KHNP Shin Kori 2 PWR 950
2009 Korea, KHNP Shin Wolsong 1 PWR 950
2010 Russia, Rosenergoatom Balakovo 5 PWR 950
2010 Russia, Rosenergoatom Kalinin 4 PWR 950
2010 India, NPCIL Kalpakkam FBR 440
2010 Pakistan, PAEC Chashma 2 PWR 300
2010 Korea, KHNP Shin Wolsong 2 PWR 950
2010 North Korea, KEDO Sinpo 1 PWR(KSNP) 950
2010 China, Guangdong Lingao 3 PWR 950
2010 Russia, Rosenergoatom Beloyarsk 4 FBR 750
2011 China, Guangdong Lingao 4 PWR 950
2011 China, CNNC Sanmen 1 and 2 PWR ?
2011 China, CNNC Yangiang 1 and 2 PWR ?

Source: From World Nuclear Association, Plans for New Reactors Worldwide, http://www.world-nuclear.org, 2005.
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demonstration purposes. However, the political and regulatory process in some countries has led to the
termination of nuclear power programs and the shutdown of viable reactor plants.

16.2.7.3 New Nuclear Plant Construction

New nuclear power plants are currently being constructed in several countries. The majority of the new
construction is in Asia. Plants currently under construction are listed in Table 16.2.

16.3 Next-Generation Technologies

The next generation, generation-III nuclear power reactors, are being developed to meet power
production needs throughout the world. These reactors incorporate the lessons that have been learned
by operation of nuclear power systems since the 1950 s. The reactors are designed to be safer, more
economical, and more fuel efficient. The first of these reactors were built in Japan and began operation
in 1996.

The biggest change in the generation-III reactors is the addition of passive safety systems. Earlier
reactors relied heavily on operator actions to deal with a variety of operational upset conditions or
abnormal events. The advanced reactors incorporate passive or inherent safety systems that do not
require operator intervention in the case of a malfunction. These systems rely on such things as gravity,
natural convection, or resistance to high temperatures.

Generation-III reactors also have:

e Standardized designs with many modules of the reactor being factory constructed and delivered to
the construction site leading to expedited licensing, reduction of capital cost and reduced
construction time

¢ Simpler designs with fewer components that are more rugged, easier to operate, and less vulnerable
to operational upsets

e Longer operating lives of 60 years and designed for higher availability

e Reduced probability of accidents leading to core damage

e Higher fuel burnup reducing refueling outages and increasing fuel utilization with less
waste produced

The following sections describe the different types of generation-III reactors being developed worldwide.

16.3.1 Light-Water Reactors

Generation-III advanced light-water reactors are being developed in several countries. These will be
described below on a country by country basis.

16.3.1.1 United States

Even though no new reactors are being built in the U.S., U.S. companies have continued to design
advanced systems in anticipation of sales both in the U.S. and other parts of the world. In the U.S., the
commercial nuclear industry in conjunction with the U.S. Department of Energy (DOE) has developed
four advanced light-water reactor designs.

Two of these are based on experience obtained from operating reactors in the U.S., Japan, and
western Europe. These reactors will operate in the 1300-MW range. One of the designs is the advanced
boiling-water reactor (ABWR). This reactor was designed in the U.S. and is already being constructed
and operated in Asia. The NRC gave final design certification to the ABWR in 1997. It was noted that
the design exceeded NRC “safety goals by several orders of magnitude.” The other type, designated
System 80+, is an advanced PWR. This reactor system was ready for commercialization, but the sale of
this design is not being pursued.

The AP-600 (AP =advanced passive), designed by Westinghouse, was the second reactor system to
receive NRC certification. The certification came in 1999. The reactor is designed with passive safety
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features that result in projected core damage frequencies nearly 1000 times less than current NRC
licensing requirements.

The Westinghouse AP-1000 (a scaled up version of the AP-600) received final design approval from the
NRC and is scheduled for full design certification in 2005. The passive safety systems in this reactor
design lead to a large reduction in components including 50% fewer valves, 35% fewer pumps, 80% less
pipe, 45% less seismic building volume, and 70% less cable.

Another aspect of the AP-1000 is the construction process. After the plant is ordered, the plant will be
constructed in a modular fashion, with modules being fabricated in a factory setting and then
transported to the reactor site. The anticipated design construction time for the plant is 36 months.
The construction cost of an AP-1000 is expected to be $1200/kW and the generating costs are postulated
to be less then 3.5 cents/kWh. The plant is designed to have a 60-year operating life. China, Europe, and
the U.S. are considering purchases of the AP-1000.

General Electric has created a modification of the ABWR for the European market. The European
simplified BWR is a 1300 MWe reactor with passive safety systems. It is now called the economic and
simplified boiling-water reactor (ESBWR). General Electric has a 1500-MWe version of this reactor in the
preapplication stage for design certification by the NRC.

An international project being led by Westinghouse is designing a modular 335-MWe reactor
known as the international reactor innovative & secure (IRIS). This PWR is being designed with
integral steam generators and a primary cooling system that are all contained in the reactor pressure
vessel. The goal of this system is to reach an eight-year refueling cycle using 10% enriched fuel with
an 80,000-MWd/t burn-up. U.S. Nuclear Regulatory Commission design certification of this plant is
anticipated by 2010.

16.3.1.2 Japan

Japan has three operating ABWRs. The first two, Kashiwazaki Kariwa-6 and Kashiwazaki Kariwa-7, began
operation in 1996, and the third, Hamaoka-5, started up in 2004. These plants are expected to have a 60-
year life and produce power at about $0.07/kWh. Several of these plants are under construction in Japan
and Taiwan.

Hitachi has completed systems design of three additional ABWRs. These are rated at 600, 900, and
1700 MWe and are based on the design of the 1350-MWe plants. The smaller versions are designed with
standardized components that will allow construction times on the order of 34 months.

Westinghouse and Mitsubishi, in conjunction with four utilities, are developing a large, 1500-MWe
advanced PWR. This design will have both active and passive cooling systems and will have a higher fuel
burn-up of 55 GWd/t of fuel. Mitsubishi is also participating with Westinghouse in the design of the AP-
1000.

16.3.1.3 South Korea

The South Koreans have the APR-1400 system that evolved from the U.S. System 80+ and is known as
the Korean next generation reactor. The first of these will be Shin-Kori-3 and Shin-Kori-4. Capital cost
for the first systems is estimated to be $1400/kW with future plants coming in at $1200/kW with a 48-
month construction time.

16.3.1.4 Europe

Four designs are being developed in Europe to meet the European utility requirements that were derived
from French and German requirements. These systems have stringent safety requirements.

Framatome ANP has designed a large (1600-1750 MWe) European pressurized-water reactor (EPR).
This reactor is the new standard design in France and it received design approval in 2004. The first of
these units is scheduled to be built at Olkiluoto in Finland and the second at Flamanville in France. It is
capable of operating in a load following manner and will have a fuel burn-up of 65 GWd/t. It has the
highest thermal efficiency of any light-water reactor at 36%.
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Framatome ANP, in conjunction with German utilities and safety authorities, is developing the
supercritical-water-cooled reactor (SWR), a 1000-1290-MWe BWR. This design was completed in 1999
and is ready for commercial deployment. Framatome ANP is seeking U.S. design certification for
this system.

General Electric and Westinghouse are also developing designs for the European market. The General
Electric system, known as the ESBWR, is 1390 MWe and is based on the ABWR. They are in the
preapplication stage for a 1500-MWe version of this reactor for design certification by the U.S. NRC.
Westinghouse is working with European and Scandinavian authorities on the 90+ PWR to be built in
Sweden. These reactors all have passive safety systems.

16.3.1.5 Russia

Russia has also developed several advanced PWR designs with passive safety systems. The Gidropress
1000 MWe V-392 is being built in India with another planned for Novovoronezh. They are also building
two VVER-91 reactors in China at Jiangsu Tainwan. The VVER-91 is designed with western
control systems.

OKBM is developing the VVER-1500 for replacement of two plants each in Leningrad and Kursk.
The design is planned to be complete in 2007 and the first units will be commissioned in 2012-2013.

Gidropress is developing a 640-MWe PWR with Siemans control systems which will be designated the
VVER-640. OKBM is designing the VVER-600 with integral steam generators. Both of these designs will
have enhanced safety systems.

16.3.2 Heavy-Water Reactors

Heavy-water reactors continue to be developed in Canada by AECL. They have two designs under
development. The first, designated CANDU-9, is a 925-1300-MWe extension of the current CANDU-6.
The CANDU-9 completed a two-year license review in 1997. The interesting design feature of this system
is the flexible fuel requirements. Fuel materials include natural uranium, slightly enriched uranium,
uranium recovered from the reprocessing of PWR fuel, mixed oxide (MOX) fuels, direct use of spent
PWR fuel, and also thorium. The second design is the advanced CANDU Reactor (ACR). It uses
pressurized light water as a coolant and maintains the heavy water in the calandria. The reactor is run at
higher temperature and pressure, which gives it a higher thermal efficiency than earlier CANDU reactors.

The ACR-700 is smaller, simpler, cheaper, and more efficient than the CANDU-6. It is designed to be
assembled from prefabricated modules that will cut the construction time to a projected 36 months.
Heavy-water reactors have been plagued with a positive-void reactivity coefficient, which led some to
question their safety. The ACR-700 will have a negative-void reactivity coefficient that enhances the safety
of the system, as do the built-in passive safety features. AECL is seeking certification of this design in
Canada, China, the U.S., and the U.K.

A follow-up to the ACR-700 is the ACR-1000, which will contain additional modules and operate in
the range of 1100-1200 MWe. Each module of this design contains a single fuel channel and is expected
to produce 2.5 MWe. The first of these systems is planned for operation in Ontario by 2014.

The long-range plan of AECL is to develop the CANDU-X, which will operate at a much higher
temperature and pressure, yielding a projected thermal efficiency of 40%. The plan is to commercialize
this plant after 2020 with a range of sizes from 350 to 1150 MWe.

India is also developing an advanced heavy-water reactor (AHWR). This reactor is part of the Indian
program to utilize thorium as a fuel material. The AHWR is a 300-MWe heavy-water-moderated reactor.
The fuel channels are arranged vertically in the calandria and are cooled by boiling light water. The fuel
cycle will breed **’U from ***Th.

16.3.3 High-Temperature Gas-Cooled Reactors

The third generation of HTGRSs is being designed to directly drive a gas turbine generating system using
the circulating helium that cools the reactor core. The fuel material is a uranium oxycarbide in the form
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of small particles coated with multiple layers of carbon and silicon carbide. The coatings will contain the
fission products and are stable up to 1600°C. The coated particles can be arranged in fixed graphite fuel
elements or contained in “pebbles” for use in a pebble-bed-type reactor.

In South Africa, a consortium lead by the utility Eskom is developing the pebble-bed-modular reactor
(PBMR). This reactor will have modules with power outputs of 165 MWe. It will utilize the direct gas
turbine technology and is projected to have a thermal efficiency of 42%. The goal is to obtain a fuel burn-
up of 90 GWd/t at the outset and eventually reach 200 GWd/t. The intent is to build a demonstration
plant for operation in 2006 and obtain commercial operation in 2010.

In the U.S., a larger system is being design by General Atomics in conjunction with Minatom of Russia
and Fuji of Japan. This reactor, designated the gas turbine-modular helium reactor (GT-MHR), utilizes
hexagonal fuel elements of the kind that were used in the Fort St. Vrain reactor. The initial use of this
reactor is expected to be to burn the weapons-grade plutonium at Tomsk in Russia.

16.3.4 Fast-Neutron Reactors

Several nations are working on developing improved fast-breeder reactors (FBRs). Fast-breeder reactors
are fast-neutron reactors and about 20 of these reactors have operated since the 1950 s. They are able to
use both 2**U and ***U as reactor fuel, thus making use of all the uranium. These reactors use liquid metal
as a coolant. In Europe, research work on the 1450-MWe European FBR has been halted.

In India, at the Indira Gandhi Centre for Atomic Research, a 40-MWt fast-breeder reactor has been
operating since 1985. This reactor is used to research the use of thorium as reactor fuel by breeding ***U.
India has used this experience and began the construction of a 500-MWe prototype fast-breeder reactor
in 2004. This unit at Kalpakkam is expected to be operating in 2010.

In Japan, the Joyo experimental reactor has been operating since 1977 and its power is now being
raised to 140 MWt.

In Russia, the BN-600 FBR has been supplying electricity since 1981. It is considered to be the best
operating reactor in Russia. The BN-350 FBR operated in Kazakhstan for 27 years and was used for water
desalinization as well as electricity production. The BN-600 is being reconfigured to burn plutonium
from the military stockpiles.

Russia has also begun construction of the BN-800 (880 MWe), which has enhanced safety features and
improved fuel economy. This reactor will also be used to burn stockpiled plutonium. Russia has also
experimented with lead-cooled reactor designs. A new Russian design is the BREST fast-neutron reactor.
It will operate at 300 MWe or more and is an inherently safe reactor design. A pilot unit is being built at
Beloyarsk. The reactor is fueled with plutonium nitride fuel and it has no blanket so no new plutonium
is produced.

In the U.S., General Electric is involved in the design of a 150-MWe modular liquid-metal-cooled
inherently safe reactor called PRISM. This design, along with a larger 1400-MWe design being developed
jointly by GE and Argonne, has been withdrawn from NRC review.

16.3.5 Summary of Generation-III Reactors

As can be seen from the discussion above, there are many reactor systems of many types under
development. The key feature of all of these reactors is the enhancement of safety systems. Some of these
reactors have already been built and are in operation, whereas others are under construction. This activity
indicates that there will be a growth of nuclear-reactor-generated electricity during the next 20 years.
Table 16.3, taken from World Nuclear Association information on advanced nuclear power reactors,
shows the advanced thermal reactors that are being marketed around the world.

16.4 Generation-IV Technologies

As discussed earlier, the development of nuclear power occurred in three general phases. The initial
development of prototype reactor designs occurred in the 1950s and 1960s, development and
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TABLE 16.3 Advanced Thermal Reactors Being Marketed

Country and Developer

Reactor

Size (MWe)

Design Progress

Main Features

U.S.-Japan (GE-Hitachi-Toshiba) ABWR

South Korea (derived from
Westinghouse)

U.S.A (Westinghouse)

Japan (Utilities, Westinghouse,
Mitsubishi)

France—Germany (Framatome

ANP)

U.S.A (GE)

Germany (Framatome ANP)

Russia (OKBM)

© 2007 by Taylor & Francis Group, LLC

APR-1400 (PWR)

AP-600

AP-1000 (PWR)
APWR

EPR (PWR)

ESBWR

SWR-1000 (BWR)

V-448 (PWR)

1300

1400

600

1100
1500

1600

1390

1200

1500

Commercial operation in Japan since
1996-1997, in U.S.: NRC certified
1997, first-of-a-kind engineering

NRC certified 1997, Further developed
for new S. Korean Shin Kori 3 and 4,
expected to be operating in 2010

AP-600: NRC certified 1999, FOAKE

AP-1000 NRC design approval 2004
Basic design in progress, planned at
Tsuruga

Confirmed as future French standard,
French design approval, to be built in
Finland

Developed from the ABWR,
precertification in U.S.A

Under development, precertification in
US.A

Replacement for Leningrad and Kursk
plants

Evolutionary design

More efficient, less waste

Simplified construction (48
months) and operation

Evolutionary design

Increased reliability

Simplified construction and
operation

Passive safety features

Simplified construction and
operation

3 years to build

60-year plant life

Hybrid safety features
Simpliified construction and
operation

Evolutionary design
Improved safety features
High fuel efficiency
Low-cost electricity

Evolutionary design
Short construction time
Enhanced safety features

Innovative design
High-fuel efficiency
Passive safety features

High-fuel efficiency
Enhanced safety
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Russia (Gidropress)

Canada (AECL)

Canada (AECL)

South Africa (Eskom, BNFL)

U.S.A-Russia et al. (General
Atomics, Minatom)

V-392 (PWR)

CANDU-9

ACR

PBMR

GT-MHR

950

925-1300

700

1000

165 (module)

285 (module)

Two being build in India, likely bid for
China

Licensing approval 1997

ACR-700: precertification in U.S.A

ACR-1000 proposed for U.K.

Prototype due to start building,
precertification in U.S.A

Under development in the U.S.A. and
Russia by multinational joint venture

Evolutionary design
60-year plant life
Enhanced safety features

Evolutionary design
Single stand-alone unit
Flexible fuel requirements
Passive safety features

Evolutionary design
Light-water cooling
Low-enriched fuel

Passive safe features

Modular plant, low cost
Direct cycle gas turbine
High-fuel efficiency
Passive safety features

Modular plant, low cost
Direct-cycle gas turbine
High-fuel efficiency
Passive safety features

Source: From World Nuclear Association, Plans for New Reactors Worldwide, http://www.world-nuclear.org, 2005.
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deployment of large commercial plants occurred in the 1970s and 1980s, and development of advanced
light-water reactors occurred in the 1990s.

Although the earlier generations of reactors have effectively demonstrated the viability of nuclear
power, the nuclear industry still faces a number of challenges that need to be overcome for nuclear power
to achieve its full potential. Among these challenges are (1) public concern about the safety of nuclear
power in the wake of the Three Mile Island accident in 1979 and the Chernobyl accident in 1986, (2) high
capital costs and licensing uncertainties associated with the construction of new nuclear power plants, (3)
public concern over potential vulnerabilities of nuclear power plants to terrorist attacks, and (4) issues
associated with the accumulation of nuclear waste and the potential for nuclear material proliferation in
an environment of expanding nuclear power production.

To address these concerns and to fully realize the potential contributions of nuclear power to future
energy needs in the United States and worldwide, the development of a new generation of reactors, termed
generation IV, was initiated in 2001. The intent or objective of this effort is to develop multiple
generation-IV nuclear power systems that would be available for international deployment before the
year 2030. The development of the generation-IV reactor systems is an international effort, initiated by the
U.S. DOE with participation from 10 countries. These countries established a formal organization
referred to as the Generation IV International Forum (GIF). The GIF countries included Argentina,
Brazil, Canada, France, Japan, the Republic of Korea, the Republic of South Africa, Switzerland, the
United Kingdom, and the United States. The intent of the GIF is “...to develop future-generation nuclear
energy systems that can be licensed, constructed, and operated in a manner that will provide
competitively priced and reliable energy products while satisfactorily addressing nuclear safety, waste,
proliferation, and public perception concerns.”

The process used by the GIF to identify the most promising reactor concepts for development (referred
to as the Generation IV Technology Roadmap) consisted of three steps. These steps were (1) to develop a
set of goals for new reactor systems, (2) solicit proposals from the worldwide nuclear community for new
reactor systems to meet these goals, and (3) using experts from around the world, evaluate the different
concepts to select the most promising candidates for further development.

The eight goals developed by the GIF for generation-IV nuclear systems were:

e Sustainability 1: Generation-IV nuclear energy systems will provide sustainable energy generation
that meets clean air objective and promotes long-term availability of systems and effective fuel
utilization for worldwide energy production.

o Sustainability 2: Generation-IV nuclear energy systems will minimize and manage their nuclear
waste and notably reduce the long-term stewardship burden in the future, thereby improving
protection for the public health and the environment.

e Economics 1: Generation-IV nuclear energy systems will have a clear life-cycle cost advantage
over other energy sources.

e Economics 2: Generation-IV nuclear energy systems will have a level of financial risk comparable
to other energy projects.

e Safety and reliability 1: Generation-IV nuclear energy systems operations will excel in safety
and reliability.

o Safety and reliability 2: Generation IV nuclear energy systems will have a very low likelihood and
degree of reactor core damage.

o Safety and reliability 3: Generation-IV nuclear energy systems will eliminate the need for offsite
emergency response.

e Proliferation resistance and physical protection: Generation-IV nuclear energy systems will
increase the assurance that they are a very unattractive and the least desirable route for diversion
or theft of weapons-usable materials, and provide increased physical protection against acts
of terrorism.
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Over 100 generation-IV candidates were evaluated by experts from the GIF countries and six reactor
systems were selected for further evaluation and potential development. The six reactor systems selected
were:

16.4.1 Gas-Cooled Fast-Reactor System

The gas-cooled fast-reactor system (GFR) is a fast-neutron spectrum reactor that uses helium as the
primary coolant. It is designed to operate at relatively high helium outlet temperatures, making it a good
candidate for the high-efficiency production of electricity or hydrogen. As shown in Figure 16.5 below, a
direct Brayton cycle is used for the production of electricity with the helium gas delivered from the
reactor outlet to a high-temperature gas turbine connected to a generator that produces electricity. In
alternative designs, the high-temperature helium can also be used to produce hydrogen using either a
thermochemical process or high-temperature electrolysis, or for other high-temperature process
heat applications.

The reference plant is designed to produce 288 MWe using the direct Brayton cycle with a reactor
outlet temperature of 850°C. The fuel forms being considered for high-temperature operation include
composite ceramic fuel, advanced fuel particles, or ceramic clad elements of actinide compounds.
Alternative core configurations include prismatic blocks and pin- or plate-based assemblies. The GFR’s
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FIGURE 16.5 Gas-cooled fast reactor. (From US DOE Nuclear Energy Research Advisory Committee and the
Generation IV International Forum. 2002. A Technology Roadmap for the Generation IV Nuclear Energy Systems.)
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fast-neutron spectrum also makes it possible to efficiently use available fissile and fertile materials in a
once-through fuel cycle.

16.4.2 Very-High-Temperature Reactor

The very-high-temperature reactor (VHTR) is a helium-cooled reactor designed to provide heat at very
high temperatures, in the range of 1000°C for high-temperature process heat applications. In particular,
the 1000°C reactor outlet temperature makes it a good candidate for the production of hydrogen using
either thermochemical or high-temperature electrolysis processes. As shown in Figure 16.6 below, heat
for the production of hydrogen is delivered through an intermediate heat exchanger that serves to isolate
the reactor system from the hydrogen production process.

The reference design for the VHTR is a 600-MWt reactor with an outlet temperature of 1000°C. The
reactor core uses graphite as a moderator to produce the thermal neutrons for the fission process. The
core configuration can be either graphite blocks or pebbles about the size of billiard balls in which fuel
particles are dispersed. For electricity production, either a direct Brayton cycle gas turbine using the
primary helium coolant as the working fluid, or an indirect Rankine cycle using a secondary working
fluid can be used. The high-temperature characteristics of this reactor concept also make it an ideal

Very-high temperature reactor

“ Control
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Reactor \
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FIGURE 16.6 Very-high temperature reactor. (From US DOE Nuclear Energy Research Advisory committee and
the Generation IV International Forum, A Technology Roadmap for the Generation IV Nuclear Energy Systems.)
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candidate for cogeneration applications to meet both electricity and hydrogen production or other high-
temperature process heat needs.

16.4.3 Supercritical-Water-Cooled Reactor

The supercritical-water-cooled reactor (SWR) is a relatively high-temperature, high-pressure reactor
designed to operate above the thermodynamic critical point of water, which is 374°C and 22.1 MPa.
Because there is no phase change in the supercritical coolant water, the balance of plant design, shown in
Figure 16.7, utilizes a relatively simple direct-cycle power-conversion system. The reference design for
this concept is a 1700-MWe reactor operating at a pressure of 25 MPa with a reactor outlet temperature
ranging between 510 and 550°C. This reactor can be designed as either a fast-neutron-spectrum
or thermal-neutron-spectrum reactor. The relatively simple design also allows for the incorporation
of passive safety features similar to those of the simplified boiling-water reactor discussed earlier.
However, unlike the previously discussed concepts, the lower reactor outlet temperature is not well suited
for the efficient production of hydrogen, which requires minimum temperatures in the range of
850°C-900°C. Therefore, this reactor concept is primarily intended for the efficient, low-cost production
of electricity.

Supercritical-water-cooled reactor
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FIGURE 16.7 Supercritical-water-cooled reactor. (From US DOE Nuclear Energy Research Advisory Committee
and the Generation IV International Forum, 2002. A Technology Roadmap for the Generation IV Nuclear Energy
Systems.)
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16.4.4 Sodium-Cooled Fast Reactor

The sodium-cooled fast reactor (SFR), shown in Figure 16.8, is a sodium-cooled fast-neutron-spectrum
reactor designed primarily for the efficient management of actinides and conversion of fertile uranium in
a closed fuel cycle. Two reference designs to support different fuel reprocessing options have been defined
for this concept. The first is a medium-sized sodium-cooled reactor with a power output between 150
and 500 MWe that utilized uranium-plutonium-minor-actinide-zirconium metal alloy fuel. This reactor
concept is supported by a fuel cycle based on pyrometallurgical processing in which the processing
facilities are an integral part of the reactor plant design.

The second reactor reference design is a large sodium-cooled reactor with a power output capability
between 500 and 1500 MWe that utilizes uranium-plutonium oxide fuel. This reactor design is supported
by a fuel cycle based on an advanced aqueous process that would include a centrally located processing
facility supporting a number of reactors.

Both versions of this reactor concept would operate at coolant outlet temperatures in the range of
550°C, and are intended primarily for the management of high-level waste and the production of
electricity. In addition to design innovations to reduce capital costs, these reactors incorporate a number
of enhanced safety features that include:

e Long thermal response time

Large margin to coolant boiling

Primary system that operates near atmospheric pressure

¢ Intermediate sodium system between the radioactive sodium in the primary system and the water
and steam in the power plant.

16.4.5 Lead-Cooled Fast Reactor

The lead-cooled fast reactor (LFR) is a fast-neutron-spectrum reactor cooled by either molten lead or a
lead-bismuth eutectic liquid metal. It is designed for the efficient conversion of fertile uranium and the
management of actinides in a closed fuel cycle. The reactor core for this design, shown in Figure 16.9,
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FIGURE 16.8 Sodium-cooled fast reactor. (From US DOE Nuclear Energy Research Advisory Committee and the
Generation IV International Forum, 2002. A Technology Roadmap for the Generation IV Nuclear Energy Systems.)
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FIGURE 16.9 Lead-cooled fast reactor. (From US DOE Nuclear Energy Research Advisory Committee and the
Generation IV International Forum, 2002. A Technology Roadmap for the Generation IV Nuclear Energy Systems.)

utilizes a metal or nitride-based fuel containing fertile uranium and transuranics. As shown in
Figure 16.9, the LFR relies on natural convection to cool the reactor core. The outlet temperature for
the current reactor concept is about 550°C, but with advanced materials, reactor outlet temperatures of
800°C may be possible. An indirect-gas Brayton cycle is used to produce electrical power.

There are currently three versions of the reference design for this concept. The smallest design, rated at
50-150 MWe is intended for distributed power applications or electricity production on small grids. This
reactor design, referred to as a battery, features modular design with a factory fabrication “cassette” core.
The reactor is designed for very long refueling intervals (15-20 years), with refueling accomplished by
replacement of the cassette core or reactor module.

The other two versions of this design are a modular system rated at 300-400 MWe, and a large plant
rated at 1200 MWe. The different power options for this design are intended to fill different needs or
opportunities in the power market, and be economically competitive with comparable alternative
power sources.

16.4.6 Molten-Salt Reactor

The molten-salt reactor (MSR), shown in Figure 16.10, produces power by circulating a molten salt and
fuel mixture through graphite-core flow channels. The slowing down of neutrons by the graphite
moderator in the core region provides the epithermal neutrons necessary to produce the fission power for
sustained operation of the reactor. The heat from the reactor core is then transferred to a secondary
system through an intermediate heat exchanger and then through a tertiary heat exchanger to the power
conversion system that produces the electric power. The circulating coolant flow for this design is a
mixture of sodium, uranium, and zirconium fluorides. In a closed fuel cycle, actinides such as plutonium
can be efficiently burned by adding these constituents to the liquid fuel without the need for special fuel
fabrication. The reference design for this concept is a 1000 MWe power plant with a coolant outlet
temperature of 700°C. To achieve higher thermal efficiencies for this concept, coolant outlet temperatures
as high as 800°C may also be possible.
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FIGURE 16.10 Molten-salt reactor. (From US DOE Nuclear Energy Research Advisory Committee and the
Generation IV International Forum, 2002. A Technology Roadmap for the Generation IV Nuclear Energy Systems.)

16.5 Fuel Cycle

The process of following the fuel material from the uranium or thorium mine through processing and
reactor operation until it becomes waste is called the fuel cycle for nuclear systems. After a discussion of
the fuel cycle in general, the fuel cycle will be examined by looking at uranium and thorium resources,
mining and milling, enrichment, reactor fuel use, spent fuel storage, nuclear materials transportation,
and reprocessing. Nuclear waste will be addressed in a separate section.

General discussion of the fuel cycle will often include the terms “open” or “closed.” The open fuel cycle
is also called the once-through cycle. In the once-through fuel cycle, the uranium fuel is fabricated and run
through the reactor once and then disposed of as waste. There is no reprocessing of the fuel. In the closed
cycle, the fuel is reprocessed after leaving the reactor so that it can be reused to improve overall
fuel utilization.

In the open cycle, the fuel is introduced into the reactor for one to two years. It is then removed and
placed into long-term storage for eventual disposal. The impact of this cycle is the waste of about 95%
of the energy contained in the fuel. The U.S. adopted the open cycle in 1977 when President Carter
issued an executive order to stop reprocessing as a part of the fuel cycle. Canada has also adopted the
open cycle.

The closed cycle was envisioned when the development of nuclear power began. The uranium and
plutonium removed from reactors would be reprocessed and returned to reactors as fuel. Breeder
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reactors would be used to breed additional plutonium for use in thermal reactors. Thorium could
also be used as a breeding material to generate U as a reactor fuel. The intent of the closed fuel
cycle was to maximize the use of available reactor fuel resources while minimizing waste generated by
operating reactors.

Currently, reprocessing is used in Europe and Japan, but the benefits of the closed cycle have not been
fully realized because there has only been limited use of the separated plutonium. As discussed above, the
U.S. and Canada, for reasons described later, have not pursued closed cycle reprocessing of spent fuel. As
a result, only a small fraction of the available fuel resources are utilized, and disposal of large quantities of
potentially usable spent fuels has become a major issue for the U.S. nuclear industry.

16.5.1 Uranium and Thorium Resources

Uranium is a common material in the earth’s crust. It is also present in sea water. Thorium is about three
times more plentiful then uranium. Typical concentrations of uranium measured in parts per million
(ppm) are shown in Table 16.4.

The amount of recoverable uranium is dependent upon the price. As the price increases, more material
is economically recoverable. Also, more exploration will occur and it is likely that additional orebodies
will be discovered. An orebody is defined as an occurrence of mineralization from which the metal, in this
case uranium, can be recovered economically. Because of the uncertainties of price and its impact on
exploration, any statement of recoverable amounts of uranium is simply a picture at an instant in time
and is likely to change many times in the future. There is also a store of highly enriched uranium that is
being recovered as nuclear weapons are dismantled. In addition, there are millions of tons of >**U that are
the results of previous enrichment activities around the world. The ***U can be blended with highly
enriched uranium or plutonium to make fuel for nuclear power plants. The ?**U can also be used to
breed plutonium in FBR fuel cycles.

Table 16.5 presents a list of recoverable resources of uranium. The table is taken from information
gathered by the World Nuclear Association from other sources and was generated in 2004.

The 3.5 Mt is enough to fuel the world’s current reactors for 50 years assuming the same fuel cycles
currently in use. IAEA estimates the world supply at over 14 Mt, which provides a supply exceeding 200
years at the current rate of use. This estimate does not include the uranium in phosphate deposits
estimated at 22 Mt or the uranium available in seawater estimated at 1400 Mt. In addition, the ability of
nuclear reactors to achieve higher burn-ups (utilize more of the uranium in the fuel) has also increased.
This increases the efficiency of uranium use. Because thorium is not included in these fuel supply
numbers, and as noted above is about three times as plentiful as uranium, there does not appear to be a
fuel supply limitation for nuclear power in the foreseeable future.

16.5.2 Mining and Milling

Uranium is being mined using traditional underground and open-pit excavation technologies, and also
using in situ leaching or solution-mining techniques.

TABLE 16.4 Typical Concentrations of Uranium

Source Uranium Concentration (ppm)
High-grade ore: 2% U 20,000
Low-grade ore: 0.1% U 1000
Granite 4
Sedimentary rock 2
Earth’s continental crust (avg) 2.8
Seawater 0.003

Source: From World Nuclear Association, Supply of Uranium, http://www.world-nuclear.org,
2004.
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TABLE 16.5 Known Recoverable Resources of Uranium

Country Tons of Uranium Percentage of Total
Australia 989,000 28
Kazakhstan 622,000 18
Canada 439,000 12
South Africa 298,000 8
Namibia 213,000 6
Brazil 143,000 4
Russian Federation 158,000 4
U.S.A 102,000 3
Uzbekistan 93,000 3
World total 3,537,000 —

Source: From World Nuclear Association, Supply of Uranium, http://www.world-nuclear.org,
2004.

Underground mining is used when the orebody is deep underground, usually greater than 120 m deep.
In underground mines, only the orebody material is extracted. Underground mining is hazardous and
made more so by high concentrations of radon from the radioactive decay of the uranium. Once mined,
the extracted ore is sent to a mill where the uranium in the ore is concentrated.

Open-pit technology is used when the orebody is near the surface. This leads to the excavation of large
amounts of material that does not contain the ore itself. The ore that is recovered is also sent to a mill for
further processing.

Solution mining involves the introduction of an aqueous solution into the orebody. The solution,
oxygenated ground water, is pumped into the porous orebody and the uranium is dissolved. The
uranium-rich solution is then extracted and sent to the mill for further processing.

The milling process for the solid ore material involves crushing the ore and then subjecting it to a
highly acidic or alkaline solution to dissolve the uranium. Mills are normally located close to the
mining activity and a single mill will often support several mines. The solution containing the uranium
goes through a precipitation process that yields a material called yellow cake. The yellow cake contains
about 80% uranium oxide. The yellow cake is packaged and sent to a conversion and enrichment
facility for further processing.

16.5.3 Conversion and Enrichment

Prior to entering the enrichment process, the impure U;Oy is converted through a series of chemical
processing steps to UFs. During these processes, the uranium is purified. Conversion facilities are
operating commercially in the U.S., Canada, France, the UK., and Russia. UF¢ is a solid at room
temperature but converts to its gaseous form at moderate temperature levels, making the compound
suitable for use in the enrichment process. UFg is very corrosive and reacts readily with water. It is
transported in large cylinders in the solid state.

Conversion of the U;Og4 to UO, is also done at conversion facilities. The natural UO, is used in
reactors such as the CANDU that do not require enriched uranium as fuel.

The first enrichment facilities were operated during the 1940 s. The electromagnetic isotope-
separation process was used to separate the **°U used in the first atomic bomb. The process used a
magnetic field to separate the *>>U from the ***U. As the ions were accelerated and turned, they moved
differently because of the difference in their masses. Multiple stages were required and the process was
very difficult to run efficiently; it was therefore soon abandoned.

Today, only two processes—gaseous diffusion and gas centrifugation—are used commercially. The
capacity of enrichment plants is measured in separative work units (SWU). The SWU is a complex term
that is dependent on the amount of uranium that is processed, and the concentration of *>*U in the
product and in the tails. It is a measure of the amount of energy used in the process.
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The first commercial enrichment was carried out in large gaseous diffusion plants in the U.S. It has also
been used in Russia, the U.K., France, China, and Argentina. Today, operating plants remain in the U.S.,
France, and China, with a total nominal capacity of 30 million SWU.

In the gaseous diffusion process, UF; is pumped through a series of porous walls or membranes that
allow more of the light U to pass through. Because the lighter >>*U particles travel faster then the heavier
238U particles, more of them penetrate the membrane. This process continues through a series of membranes
with the concentration of **U increasing each time. For commercial reactor fuel, the process continues
until the >>*U concentration is 3%—5%. The slower ***U particles are left behind and collect as a product
referred to as tails. The tails have a reduced concentration of **U and are commonly referred to as depleted
uranium. This process uses a very large amount of energy and thus is very expensive to operate.

In the centrifuge enrichment process, the gaseous UF¢ is placed in a high-speed centrifuge. The
spinning action forces the heavier ***U particles to the outside while the lighter ***U particles remain
closer to the center. To obtain the enrichment required for power reactor fuel, many stages of separation
are required. The arrangement is know as a cascade. Again, the process is continued until the **°U
concentration is 3%-5%. The centrifuge process uses only about 2% of the energy required by
gaseous diffusion.

Table 16.6 shows the location and size of enrichment facilities around the world.

16.5.4 Fuel Fabrication and Use

Following enrichment, the UFg is shipped to a fuel fabrication facility. Here, the UFy is converted to UO,
and pressed into cylindrical ceramic pellets. The pellets are sintered, heated to high temperature, and
inserted in the fuel cladding tubes. The tubular material is zircaloy, an alloy of zirconium. The tubes are
sealed forming fuel rods that are assembled into fuel assemblies and shipped to a reactor for use. All of the
dimensions of the pellets and fuel rods are very carefully controlled to assure uniformity throughout the
fuel assemblies.

The primary hazard in the fabrication facility is the potential for an accidental criticality because they
are working with enriched uranium. Therefore, all of the processing quantities and the dimensions of the
processing vessels must be controlled. This must be done even with low-enriched uranium.

A typical 1000-MWe reactor will use about 27 tons of UO, each year. Typical burn-up in current
reactors is 33 GWd/t of uranium fed to the reactor. The energy available from the fission of uranium is
1 MW/g of uranium or 1000 GW/t. Using these numbers, the actual amount of uranium burned is only
3%—5%. This means that the unused energy available from the spent fuel, if it could be completely
burned, is over 95%. During the operation of the reactor, some of the *>*U is converted to plutonium,
which also contributes to the thermal energy of the reactor.

Advanced fuel use in reactors is estimated to be up to 200 GWd/t. In this case, about 80% of the
energy available from the uranium remains in the spent fuel. These facts are the driving force behind the
questions regarding reprocessing. In the once-through fuel cycle, the spent fuel will be disposed of as
waste. In the closed cycle, the spent fuel is reprocessed and the remaining uranium and also the
plutonium are recovered.

16.5.5 Reprocessing

In the 1940 s, reactors were operated solely for the production of plutonium for use in weapons. The fuels
from the production reactors were reprocessed to recover the plutonium. The chemical processes were
developed to separate the fission products and the uranium from the plutonium. The most common
process was the PUREX process. This is the process that is used today by countries that reprocess power
reactor fuels.

The purpose of reprocessing is to recover the uranium and plutonium in the spent fuel. As discussed
above, these materials contain a large amount of potential energy if they are reused as reactor fuel.
Plutonium separated in the PUREX process can be mixed with uranium to form a MOX fuel. Plutonium
from the dismantlement of weapons can be used in the same way.
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TABLE 16.6 Location, Size, and Type of Enrichment Facilities Around the World

Country Owner/Controller Plant Name/Location Capacity (1000 SWU)
Gaseous Diffusion Plants

China CNNC Lanzhou 900
France EURODIF Tricastin 10,800

Paducah, KY 11,300
United States U.S. Enrichment Corporation Portsmouth, OH (Closed since May, 2001) 7400
Subtotal 30,400

Centrifuge Plants

Hanzhong 500
China CNNC Lanzhou 500
Germany Urenco Gronau 1462.5

JNC Ningyo Toge 200

Japan Japan Nuclear Fuel Limited (JNFL) Rokkasho-mura 1050
The Netherlands Urenco Almelo 1950
Pakistan Pakistan Atomic Energy Commission (PAEC) Kahuta 5

Ural Electrochemical Integrated Enterprise (UEIE), 7000

Novouralsk

Siberian Chemical Combine (SKhK), Seversk 4000
Russia Minatom Electrochemical Plant (ECP), Zelenogorsk 3000

Angarsk Electrolytic Chemical Combine (AEKhK), 1000

Angarsk

United Kingdom Urenco Capenhurst 2437.5
Subtotal 23,105
Total 53,505

Source: From WISE Uranium Project, World Nuclear Fuel Facilities, http://www.wise-uranium.org, 2005.
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The potential availability of separated plutonium is seen by some as a potential mechanism for the
proliferation of nuclear weapons. This was the basis of the U.S. decision to halt reprocessing. In the
1970 s, research began into methods for modifying the chemical process so that the plutonium and
uranium would remain together at the end of the process. In this method, called coprocessing, the short-
lived fission products would be separated and the remaining uranium, plutonium, and other actinide
elements would remain together. This remaining mixture would be highly radioactive, but could be
remotely processed into new reactor fuel. A blend of fast neutron and thermal reactors could be used to
maximize the use of this material.

The current worldwide reprocessing capability is shown in Table 16.7. These facilities all use the
PUREX technology. More then 80,000 tons of commercial fuel have been reprocessed in these facilities.

Three processes are considered to be mature options for reprocessing fuel: PUREX, UREX+, and
pyroprocessing. Each of these processes has certain advantages and disadvantages.

16.5.5.1 PUREX

The PUREX process is the oldest and most common reprocessing option. It uses liquid-liquid extraction
to process light-water reactor spent fuel. The spent fuel is dissolved in nitric acid, and then the acid
solution is mixed with an organic solvent consisting of tributyl phosphate in kerosene. The uranium and
plutonium are extracted in the organic phase and the fission products remain in the aqueous phase.
Further processing allows the separation of the uranium and plutonium. The advantage of this process is
the long-term experience with the process. The disadvantage is that it cannot separate fission products
such as technetium, cesium, and strontium, nor can it separate actinides such as neptunium, americium,
and curium.

16.5.5.2 UREX+

The UREX+ process is a liquid-liquid extraction process like PUREX. It can be used for light-water
reactor fuels and it includes additional extraction steps that allow separation of neptunium/plutonium,
technetium, uranium, cesium/strontium, americium, and curium. The advantage of this process is that it
meets the requirements for continuous recycle in light-water reactors and it builds on current technology.
The disadvantage is that it cannot be used to process short-cooled fuels and it cannot be used for some
specialty fuels being developed for advanced reactors.

16.5.5.3 Pyroprocessing

This process was developed and tested at Experimental Breeder Reactor-2 (EBR-2) by Argonne National
Laboratory in the U.S. It is an electrochemical process rather then a liquid-liquid extraction process.
Oxide fuels are first converted to metals to be processed. The metallic fuel is then treated to separate
uranium and the transuranic elements from the fission products. The advantage of this process is the
ability to process short-cooled and specialty fuels designed for advanced reactors. The disadvantage is

TABLE 16.7 World Commercial Reprocessing Capacity

Type of Fuel Location Tons/year
LWR fuel France, La Hague 1700
U.K,, Sellafield (THORP) 900
Russia, Ozersk (Mayak) 400
Japan 14
Subtotal 3000
Other nuclear fuels UK., Sellafield 1500
India 275
Subtotal 1750
Civilian capacity Total 4750

Source: From Uranium Information Centre, Nuclear Issues Briefing Paper 72, Processing of Used Nuclear Fuel,
http://www.uic.com.au, 2005.
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that it does not meet the requirements for continuous recycle from thermal reactors; however, it is ideal
for fuel from fast-neutron reactors.

16.5.6 Spent-Fuel Storage

Spent fuel is routinely discharged from operating reactors. As it is discharged, it is moved to the spent-
fuel storage pool that is an integral part of the reactor facility. Reactors are built with storage pools that
will hold fuel from many years of operation. The pools are actively cooled by circulating cooling water.
The fuel stored at many of the older reactors is reaching the capacity of the on-site storage pools. At this
point, the fuel is being transferred to dry storage. Dry storage takes place in large metal or concrete
storage facilities. These dry facilities are passively cooled by the air circulating around them.

16.5.7 Spent-Fuel Transportation

Spent fuel is transported in large engineered containers designated as type-B containers (casks). The
casks provide shielding for the highly radioactive fuel so that they can be safely handled. They are
constructed of cast iron or steel. Many of them use lead as the shielding material. They are also designed
to protect the environment by maintaining their integrity in the case of an accident. They are designed to
withstand severe accidents, including fires, impacts, immersion, pressure, heat and cold, and are tested as
part of the design certification process.

Casks have been used to transport radioactive materials for over 50 years. The IAEA has published
advisory regulations for safe transportation of radioactive materials since 1961. Casks are built to standards
designed to meet the IAEA advisory regulations specified by licensing authorities such as the NRC in the
U.S.

Spent fuel is shipped from reactor sites by road, rail, or water. The large casks can weigh up to 110 tons
and hold about 6 tons of spent fuel. Since 1971, about 7000 shipments of spent fuel (over 35,000 tons)
have been transported over 30 million km with no property damage or personal injury, no breach of
containment, and a very low dose rate to the personnel involved.

16.6 Nuclear Waste

Radioactive wastes are produced throughout the reactor fuel cycle. The costs of managing these wastes
are included in the costs of the nuclear fuel cycle and thus are part of the electricity cost. Because these
materials are radioactive, they decay with time. Each radioactive isotope has a halflife, which is the time it
takes for half of the material to decay away. Eventually, these materials decay to a stable
nonradioactive form.

The process of managing radioactive waste involves the protection of people from the effects of
radiation. The longer lived materials tend to emit alpha and beta particles. It is relatively easy to shield
people from this radiation but if these materials are ingested the alpha and beta radiation can be harmful.
The shorter lived materials usually emit gamma rays. These materials require greater amounts
of shielding.

16.6.1 Types of Radioactive Wastes

The strict definitions of types of radioactive waste may vary from country to country. In the following
discussion, the more generally accepted terminology will be used.

16.6.1.1 Mine Tailings

Mining and milling of uranium produces a sandy type of waste that contains the naturally occurring
radioactive elements that are present in uranium ore. The decay of these materials produces radon gas
that must be contained. This is often accomplished by covering the tailings piles with clay to contain the
radon gas. Technically, tailings are not classified as radioactive waste.
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16.6.1.2 Low-Level Wastes

Low-level wastes (LLW) is generated from medical and industrial uses of radioactive materials as well as
from the nuclear fuel cycle. In general, these wastes include materials such as paper, clothing, rags, tools,
filters, soils, etc., that contain small amounts of radioactivity. The radioactivity tends to be short-lived.
These materials generally do not have to be shielded during transport and they are suitable for shallow
land burial. The volume of these materials may be reduced by compacting or incinerating prior to
disposal. They make up about 90% of the volume of radioactive waste but contain only about 1% of the
radioactivity of all the radioactive waste.

16.6.1.3 Intermediate-Level Wastes

Intermediate-level wastes (ILW) are generated during the operation of nuclear reactors, in the
reprocessing of spent fuel, and from the decommissioning of nuclear facilities. These materials
contain higher amounts of radioactivity and generally require some shielding during storage and
transportation. Intermediate-level wastes is generally made up of resins, chemical sludges, fuel cladding,
and contaminated materials from decommissioned nuclear facilities. Some of these materials are
processed before disposal by solidifying them in concrete or bitumen. They make up about 7% of the
volume and have about 4% of the radioactivity of all the radioactive waste.

16.6.1.4 High-Level Wastes

High-level wastes (HLW) is generated in the operation of a nuclear reactor. This waste consists of fission
products and transuranic elements generated during the fission process. This material is highly
radioactive and it is also thermally hot so that it must be both shielded and cooled. It accounts for
95% of the radioactivity produced by nuclear power reactors.

16.6.1.5 Managing HLW from Spent Fuel

The form of HLW from spent fuel is either the spent fuel itself or the waste products from reprocessing.
The level of radioactivity from spent fuel falls to about one thousandth of the level it was when removed
from the reactor in 40-50 years. This means the heat generated is also greatly reduced.

Currently, 270,000 tons of spent fuel are in storage at reactor sites around the world. An additional
12,000 tons are generated each year and about 3,000 tons of this are sent for reprocessing.

When spent fuel reprocessing is used, the uranium and plutonium are first removed during
reprocessing, and then the much smaller volume of remaining HIW is solidified using a vitrification
process. In this process, the fission products are mixed in a glass material, vitrified in stainless steel
canisters and stored in shielded facilities for later disposal.

High-level waste will eventually be disposed of in deep geologic facilities. Several countries have
selected sites for these facilities and they are expected to be commissioned for use after 2010.

16.6.1.6 Managing Other Radioactive Wastes

Generally, ILW and LLW are disposed of by burial. Intermediate-level wastes generated from fuel
reprocessing will be disposed of in deep geological facilities. Some low-level liquid wastes from
reprocessing plants are discharged to the sea. These liquids include some distinctive materials such as
%Tc that can be discerned hundreds of kilometers away. Such discharges are tightly controlled and
regulated so that the maximum dose any individual receives is a small fraction of natural
background radiation.

Nuclear power stations and reprocessing facilities release small quantities of radioactive gases to the
atmosphere. Gases such as *’Kr and '**Xe are chemically inert, and gases such as '*'T have short half-lives.
The net effect of these gases is too small to warrant further consideration.

Table 16.8 provides a summary of waste management adopted by countries throughout the world.
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TABLE 16.8 Waste Management Policies for Spent Fuel for Countries Throughout the World

Country Policy Facilities and Progress Toward Final Disposition
Belgium Reprocessing Central waste storage and underground laboratory established
Construction of repository to begin about 2035
Canada Direct disposal Underground repository laboratory established
Repository planned for use 2025
China Reprocessing Central spent fuel storage in LanZhou
Finland Direct disposal Spent fuel storages in operation
Low and intermediate-level repositories in operation since 1992
Site near Olkiluoto selected for deep repository for spent fuel, from 2020
France Reprocessing Two facilities for storage of short-lived wastes
Site selection studies underway for deep repository for commissioning 2020
Germany Reprocessing but moving to direct disposal Low-level waste sites in use since 1975
Intermediate-level wastes stored at Ahaus
Spent fuel storage at Ahaus and Gorleben
High-level repository to be operational after 2010
India Reprocessing Research on deep geological disposal for HLW
Japan Reprocessing Low-level waste repository in operation
High-level waste storage facility at Rokkasho-mura since 1995
Investigations for deep geological repository begun, operation from 2035
Russia Reprocessing Sites for final disposal under investigation

South Korea

Spain

Sweden

Switzerland

United Kingdom

US.A

Direct disposal

Direct disposal

Direct disposal

Reprocessing

Reprocessing

Direct disposal

Central repository for low and intermediate-level wastes planned from 2008

Central interim HLW store planned for 2016

Central low- and ILW repository planned from 2008

Investigating deep HLW repository sites

Low and intermediate-level waste repository in operation

Final HLW repository site selection program for commissioning 2020

Central spent fuel storage facility in operation since 1985

Final repository for low to intermediate waste in operation since 1988

Underground research laboratory for HLW repository

Site selection for repository in two volunteered locations

Central interim storage for high-level wastes at Zwilag since 2001

Central low and intermediate-level storages operating since 1993

Underground research laboratory for high-level waste repository with deep
repository to be finished by 2020

Low-level waste repository in operation since 1959

High-level waste is vitrified and stored at Sellafield

Underground HLW repository planned

Three low-level waste sites in operation 2002 decision to proceed with
geological repository at Yucca Mountain

Source: From World Nuclear Association, Waste Management in the Nuclear Fuel Cycle, http://www.world-nuclear.org, 2004.
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16.7 Nuclear Power Economics

Any discussion of the economics of nuclear power involves a comparison with other competitive electric
generation technologies. The competing technologies are usually coal and natural gas.

Nuclear power costs include capital costs, fuel cycle costs, waste management costs and the cost of
decommissioning after operation. The costs vary widely depending on the location of the generating
plant. In countries such as China, Australia and the U.S. coal remains economically attractive because of
large accessible coal resources. This advantage could be changed if a charge is made on carbon emissions.
In other areas nuclear energy is competitive with fossil fuels even though nuclear costs include the cost of
all waste disposal and decommissioning.

As previously stated, nuclear power costs include spent fuel management, plant decommissioning,
and final waste disposal. These costs are not generally included in the costs of other power
generation technologies.

Decommissioning costs are estimated to be 9%—15% of the initial cost of a nuclear plant. Because these
costs are discounted over the life of the plant, they contribute only a few percent to the investment cost of
the plant and have an even lower impact on the electricity generation cost. This impact in the U.S. is
about 0.1-0.2 cent/kWh or about 5% of the cost of electricity produced.

Spent-fuel interim storage and ultimate disposal in a waste repository contribute another 10% to the
cost of electricity produced. This cost is reduced if the spent fuel is disposed of directly. This does not
account for the energy that could be extracted from the fuel if it was reprocessed.

Costs for nuclear-based electricity generation have been dropping over the last decade. This reduction
in the cost of nuclear-generated electricity is a result of reductions in nuclear plant fuel, operating costs,
and maintenance costs. However, the capital construction costs for nuclear plants are significantly higher
than coal- and gas-fired plants. Because the capital cost of nuclear plants contribute more to the cost of
electricity than coal- or gas-fired generation, the impact of changes in fuel, operation costs,
and maintenance costs on the cost of electricity generation is less than those for coal- or gas-
fired generation.

One of the primary contributors to the capital cost of nuclear plants has been the cost of money used
to finance nuclear plant construction. The financing costs increase when the time required to license and
construct a plant increases. Two factors are leading to the reduction in this portion of the cost. First,
especially in the U.S., the licensing process is changing so that a plant receives both the construction
permit and the operating license prior to the start of construction. Under this process, there is no large
investment in plant hardware prior to completion of a significant portion of the licensing process, leading
to a reduction in time required for the plant to begin producing revenue. Second, the new generation of
nuclear plants will be highly standardized and modularized. This will allow a significant reduction in the
time required to construct a new plant. It is estimated that the time from the start of construction to the
start of operation will be reduced from nearly 10 years to 4-5 years. This will have a significant impact on
capital costs.

The reduced capital costs associated with the licensing and construction of new nuclear power plants,
and the fact that nuclear power is inherently less susceptible to large fluctuations in fuel costs, have made
nuclear power an attractive energy option for many countries seeking to diversify their energy mix in the
face of rising fossil fuel costs.

16.8 Conclusions

The development of nuclear power began after World War II and continues today. The first power-
generating plants were constructed in the late 1950 s. During the 1960 s and 1970 s, there was a large
commitment to nuclear power until the accidents occurred at Three Mile Island in 1979 and then at
Chernobyl in 1986. The new safety requirements and delays caused by these accidents drove up the costs
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and at the same time caused a loss of public acceptance. In the U.S., many plant orders were canceled; in
other countries, entire nuclear programs were canceled.

The ability of nuclear reactors to produce electricity economically and safely without the generation of
greenhouse gasses has revitalized the interest in nuclear power as an alternative energy source. Many
lessons have been learned from the operation of current power plants that have allowed the safety of
newly designed plants to be improved. This, coupled with the desire of many nations to develop secure
energy sources and a diversity of energy options, have resulted in the continuing development of a whole
new generation of nuclear plants to meet future energy needs.

Nuclear power is also not as susceptible to fluctuation in fuel costs as petroleum and natural gas. As
shown, the supply of uranium is very large, and if it is supplemented with thorium, the fuel supply is
seemingly unlimited. This drives many other aspects of the fuel cycle, such as the choice between closed
and open fuel cycles discussed earlier. For example, because of the large uranium resource and the fears of
nuclear proliferation, the once-through (open) fuel cycle is favored by many. This will require large deep
geologic waste repositories for the disposal of large quantities of spent fuel. However, when reprocessing
is included in the closed fuel cycle, the amount of needed repository space is greatly reduced, but the
expense of operation is increased. Finally, it may be possible to essentially eliminate the need for
repositories by utilizing advanced fuel cycles that utilize almost all of the energy available in the uranium
and the other transuranic products of reactor operation.

The need for energy and the use of electricity as the primary energy source for the end user will drive
the increase in electricity generation around the world. The drive to reduce the production of greenhouse
gases will contribute to a wider use of nuclear power for electricity generation. The recognition that
nuclear power can safely provide large base-load generating capacity at a reasonable cost using known
technologies will also be a major factor in its future development.
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17.1 Introduction

Nuclear fusion holds the promise of providing almost unlimited power for future generations. If the
process can be commercialized as envisioned by reactor design studies (Najmabadi et al. 1994), many of
the problems associated with central electric power stations could be eliminated. Fusion power plants
would not produce the pollution caused by the burning of fossil fuel and would eliminate the concern for
meltdown associated with nuclear fission. The amount of radioactive waste material produced by a
fusion reactor will be much less than that of a fission reactor since there is essentially no radioactive ash
from the fusion reaction. If low activation advanced materials such as silicon carbide composites can be
developed for the reactor structural material, the problem of disposal of activated components can also
be eliminated.

17.2 Fusion Fuel

Although a number of different atomic nuclei can combine to release net energy from fusion, the
reaction of deuterium and tritium (D-T) is the basis of planning for the first generation of fusion
reactors. This choice is based on considerations of reactor economy. The D-T reaction occurs at the
lowest temperature, has the highest probability for reaction, and provides the greatest output of
power per unit of cost (Shannon 1989). The disadvantages of D-T as a fusion fuel are twofold.
Tritium does not occur naturally in nature and must be bred in the fusion reactor or elsewhere.
Second, tritium is a radioactive isotope of hydrogen with a relatively long half-life of 12.3 years.
Since tritium can readily combine with air and water, special safety procedures will be required to
handle the inventory necessary for a fusion reactor. There is hope that a less reactive fuel, such as
deuterium alone (D-D) will eventually prove to be an economically acceptable alternative (Shannon
1989).

17-1
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17.3 Confinement Concepts

Magnetic fusion, based on the tokamak concept, has received the majority of research funding for fusion
energy development. However, other magnetic fusion concepts, such as the stellarator, the spherical
torus, reversed-field pinch, and field-reversed configurations, are being developed as possible alternatives
to the tokamak (Sheffield 1994). It may also be possible to develop fusion power reactors by inertial
confinement concepts (Waganer et al. 1992). Research on these concepts has been done primarily in
support of weapons development; therefore, the level of scientific understanding for power reactor
applications is significantly less than that of magnetic fusion. The remainder of this discussion on reactor
development, fusion energy conversion, and transport will consider only the tokamak magnetic
fusion concept.

17.4 Tokamak Reactor Development

The tokamak device has proved to be the most effective means of producing the conditions necessary for
magnetic fusion energy production. In 1994, researchers at the Princeton Plasma Physics Laboratory
achieved in excess of 10 MW of D-T fusion power in a research tokamak, the Tokamak Fusion Test
Reactor (TFTR). This accomplishment, coupled with worldwide progress in 40 years of magnetic fusion
research, has established the scientific feasibility of the tokamak concept. The next major step, the
International Thermonuclear Experimental Reactor (ITER) is being carried out under an international
agreement among Europe, Japan, Russia, and the United States (Conn et al. 1992). A drawing of the ITER
tokamak is shown in Figure 17.1. If the project is approved for construction, it will be in operation
around 2005. The ITER is being designed to produce a fusion power in excess of 1000 MW. This will be a
significant step on the path to commercial fusion power.

The U.S. Department of Energy has proposed a strategy, shown in Figure 17.2, which will lead to a
demonstration power reactor by the year 2025. Supporting research and development programs
necessary to achieve this goal are shown in this figure.
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FIGURE 17.1 The International Thermonuclear Experimental Reactor (ITER).
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FIGURE 17.3 Schematic diagram of a magnetic fusion reactor power plant.
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17.5 Fusion Energy Conversion and Transport

The energy from fusion is created in the form of charged particles and neutrons. The D-T reaction
produces a neutron with an energy of 14.1 MeVand an alpha particle (helium) with an energy of 3.5 MeV
in the reaction

D + T— He* (3.5 MeV) + n (14.1 MeV).

In the tokamak device, the reaction will take place in the toroidal vacuum vessel as previously shown in
the ITER drawing, Figure 17.1. The D-T fuel, in the form of a plasma, will absorb energy from the
positively charged alpha particles to sustain the temperature necessary for the reaction to continue. The
neutron, having no charge, will escape from the plasma and pass through the wall of the vessel and
penetrate into the surrounding blanket/shield structure. The kinetic energy of the alpha particles from
the fusion reaction is eventually deposited on the wall of the vacuum vessel by radiation and conduction
heat transfer from the plasma while the neutron deposits most of its energy within the cross section of the
blanket/shield. The resulting thermal energy is transferred by a coolant such as water to a steam generator
where a conventional steam to electric generator system may be used to produce electricity. An overall
schematic diagram of the energy conversion and heat-transport system is shown in Figure 17.3.

Defining Terms

Deuterium and tritium: Isotopes of hydrogen as the fuel for fusion reactors.

Half-life: The time required for half of the radioactive material to disintegrate.

Low activation advanced materials: Structural materials that significantly reduce the radioactivity
induced by exposure to fusion neutrons.

Plasma: A gas such as a mixture of deuterium and tritium raised to a very high temperature at which the
electrons and the nuclei of the atoms separate. The plasma, consisting of electrons and ions, can
conduct electricity and react to magnetic fields.
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For Further Information

The U.S. Department of Energy, Office of Fusion Energy maintains a home page on the World Wide Web.
The address http://wwwofe.er.doe.gov provides an excellent source of up-to-date information and
access to information from most institutions involved in fusion research.
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18.1 Active Solar Heating Systems

T. Agami Reddy

18.1.1 Introduction

This section defines the scope of the entire chapter and presents a brief overview of the types of
applications that solar thermal energy can potentially satisfy.

18.1.1.1 Motivation and Scope

Successful solar system design is an iterative process involving consideration of many technical, practical,
reliability, cost, code, and environmental considerations (Mueller Associates 1985). The success of a
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project involves identification of and intelligent selection among trade-offs, for which a proper
understanding of goals, objectives, and constraints is essential. Given the limited experience available
in the solar field, it is advisable to keep solar systems as simple as possible and not be lured by the promise
of higher efficiency offered by more complex systems. Because of the location-specific variability of the
solar resource, solar systems offer certain design complexities and concerns not encountered in
traditional energy systems.

The objective of this chapter is to provide energy professionals which a fundamental working
knowledge of the scientific and engineering principles of solar collectors and solar systems relevant to
both the prefeasibility study and the feasibility study of a solar project. Conventional equipment such as
heat exchangers, pumps, and piping layout are but briefly described. Because of space limitations, certain
equations/correlations had to be omitted, and proper justice could not be given to several concepts and
design approaches. Effort has been made to provide the reader with pertinent references to textbooks,
manuals, and research papers.

A detailed design of solar systems requires in-depth knowledge and experience in (i) the use of
specially developed computer programs for detailed simulation of solar system performance, (ii)
designing conventional equipment, controls, and hydronic systems, (iii) practical aspects of equipment
installation, and (iv) economic analysis. These aspects are not addressed here, given the limited scope of
this chapter. Readers interested in acquiring such details can consult manuals such as Mueller Associates
(1985) or SERI (1989).

The lengthy process outlined above pertains to large solar installations. The process is much less involved
when a small domestic hot-water system, or unitary solar equipment or single solar appliances such as solar
stills, solar cookers, or solar dryers are to be installed. Not only do such appliances differ in engineering
construction from region to region, there are also standardized commercially available units whose designs
are already more or less optimized by the manufacturers, normally as a result of previous experimentation,
both technical or otherwise. Such equipment is not described in this chapter for want for space.

The design concepts described in this chapter are applicable to domestic water heating, swimming
pool heating, active space heating, industrial process heat, convective drying systems, and solar
cooling systems.

18.1.2 Solar Collectors
18.1.2.1 Collector Types

A solar thermal collector is a heat exchanger that converts radiant solar energy into heat. In essence this
consists of a receiver that absorbs the solar radiation and then transfers the thermal energy to a working
fluid. Because of the nature of the radiant energy (its spectral characteristics, its diurnal and seasonal
variability, changes in diffuse to global fraction, etc.), as well as the different types of applications for
which solar thermal energy can be used, the analysis and design of solar collectors present unique and
unconventional problems in heat transfer, optics, and material science. The classification of solar
collectors can be made according to the type of working fluid (water, air, or oils) or the type of solar
receiver used (nontracking or tracking).

Most commonly used working fluids are water (glycol being added for freeze protection) and air.
Table 18.1 identifies the relative advantages and potential disadvantages of air and liquid collectors and
associated systems. Because of the poorer heat transfer characteristics of air with the solar absorber, the
air collector may operate at a higher temperature than a liquid-filled collector, resulting in greater
thermal losses and, consequently, a lower efficiency. The choice of the working fluid is usually dictated by
the application. For example, air collectors are suitable for space heating and convective drying
applications, while liquid collectors are the obvious choice for domestic and industrial hot-water
applications. In certain high-temperature applications, special types of oils are used that provide better
heat transfer characteristics.

The second criterion of collector classification is according to the presence of a mechanism to track the
sun throughout the day and year in either a continuous or discreet fashion (see Table 18.2). The
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TABLE 18.1 Advantages and Disadvantages of Liquid and Air Systems

Characteristics Liquid Air
Efficiency Collectors generally more efficient for a given Collectors generally operate at slightly lower
temperature difference efficiency
System Can be readily combined with service hot-water Space heat can be supplied directly but does not
configuration and cooling systems adapt easily to cooling. Can preheat hot-water
Freeze May require antifreeze and heat exchangers that None needed
protection add cost and reduce efficiency
Maintenance Precautions must be taken against leakage, Low maintenance requirements. Leaks repaired
corrosion and boiling readily with duct tape, but leaks may be difficult
to find
Space Insulated pipes take up nominal space and are Duct work and rock storage units are bulky, but
requirements more convenient to install in existing buildings ducting is a standard HVAC installation
technique
Operation Less energy required to pump liquids More energy required by blowers to move air;
noisier operation
Cost Collectors cost more Storage costs more
State of the art ~ Has received considerable attention from solar Has received less attention from solar industry
industry

Source: From SERI, Engineering Principles and Concepts for Active Solar Systems, Hemisphere Publishing Company,
New York, 1989.

stationary flat-plate collectors are rigidly mounted, facing toward the equator with a tilt angle from the
horizontal roughly equal to the latitude of the location for optimal year-round operation. The compound
parabolic concentrators (CPCs) can be designed either as completely stationary devices or as devices that
need seasonal adjustments only. On the other hand, Fresnel reflectors, paraboloids, and heliostats need
two-axis tracking. Parabolic troughs have one axis tracking either along the east-west direction or the
north—south direction. These collector types are described by Kreider (1979a, 1979b) and Rabl (1985).

A third classification criterion is to distinguish between nonconcentrating and concentrating
collectors. The main reason for using concentrating collectors is not that more energy can be collected
but that the thermal energy is obtained at higher temperatures. This is done by decreasing the area from
which heat losses occur (called the receiver area) with respect to the aperture area (i.e., the area that
intercepts the solar radiation). The ratio of the aperture to receiver area is called the concentration ratio.

18.1.2.2 Flat-Plate Collectors
18.1.2.2.1 Description

The flat-plate collector is the most common conversion device in operation today, since it is most
economical and appropriate for delivering energy at temperatures up to about 100°C. The construction
of flat-plate collectors is relatively simple, and many commercial models are available.

Figure 18.1 shows the physical arrangements of the major components of a conventional flat-plate
collector with a liquid working fluid. The blackened absorber is heated by radiation admitted via the
transparent cover. Thermal losses to the surroundings from the absorber are contained by the cover,

TABLE 18.2 Types of Solar Thermal Collectors

Nontracking Collectors Tracking Collectors
Basic flat-plate Parabolic troughs
Flat-plate enhanced with side reflectors or Fresnel reflectors
V-troughs
Tubular collectors Paraboloids
Compound parabolic concentrators (CPCs) Heliostats with central receivers
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FIGURE 18.1 Cross-section and isometric view of a flat-plate collector.

which acts as a black body to the infrared radiation (this effect is called the greenhouse effect), and by
insulation provided under the absorber plate. Passages attached to the absorber are filled with a
circulating fluid, which extracts energy from the hot absorber. The simplicity of the overall device makes
for long service life.

The absorber is the most complex portion of the flat-plate collector, and a great variety of
configurations are currently available for liquid and air collectors. Figure 18.2 illustrates some of these
concepts in absorber design for both liquid and air absorbers. Conventional materials are copper,
aluminum, and steel. The absorber is either painted with a dull black paint or can be coated with a
selective surface to improve performance (see “Improvements to Flat-Plate Collector Performance” for
more details). Bonded plates having internal passageways perform well as absorber plates because the
hydraulic passageways can be designed for optimal fluid and thermal performance. Such collectors are
called roll-bond collectors. Another common absorber consists of tubes soldered or brazed to a single
metal sheet, and mechanical attachments of the tubes to the plate have also been employed. This type of
collector is called a tube-and-sheet collector. Heat pipe collectors have also been developed, though these
are not as widespread as the previous two types. The so-called trickle type of flat-plate collector, with the
fluid flowing directly over the corrugated absorber plate, dispenses entirely with fluid passageways.
Tubular collectors have also been used because of the relative ease by which air can be evacuated from
such collectors, thereby reducing convective heat losses from the absorber to the ambient air.
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The absorber in an air collector normally requires a larger surface than in a liquid collector because of
the poorer heat transfer coefficients of the flowing air stream. Roughness elements and producing
turbulence by way of devices such as expanded metal foil, wool, and overlapping plates have been used as
a means for increasing the heat transfer from the absorber to the working fluid. Another approach to
enhance heat transfer is to use packed beds of expanded metal foils or matrices between the glazing and

the bottom plate.
18.1.2.2.2 Modeling

A particular modeling approach and the corresponding degree of complexity in the model are dictated by
the objective as well as by experience gained from past simulation work. For example, it has been found
that transient collector behavior has insignificant influence when one is interested in determining the
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long-term performance of a solar thermal system. For complex systems or systems meant for
nonstandard applications, detailed modeling and careful simulation of system operation are a must
initially, and simplifications in component models and system operation can subsequently be made.
However, in the case of solar thermal systems, many of the possible applications have been studied to date
and a backlog of experience is available not only concerning system configurations but also with reference
to the degree of component model complexity.

Because of low collector time constants (about 5-10 min), heat capacity effects are usually small. Then
the instantaneous (or hourly, because radiation data are normally available in hourly time increments
only) steady-state useful energy qc in watts delivered by a solar flat-plate collector of surface area A is
given by

qc = AcF I — U(Tem — TOTT (18.1)

where F' is the plate efficiency factor, which is a measure of how good the heat transfer is between the
fluid and the absorber plate; m, is the optical efficiency, or the product of the transmittance and
absorptance of the cover and absorber of the collector; Up is the overall heat loss coefficient of
the collector, which is dependent on collector design only and is normally expressed in W/(m>°C);
Tcm 1s the mean fluid temperature in the collector (in °C); and It is the radiation intensity on the plane of
the collector (in W/m?). The+sign denotes that negative values are to be set to zero, which physically
implies that the collector should not be operated when g is negative (i.e., when the collector loses more
heat than it can collect).

However, because T¢,, is not a convenient quantity to use, it is more appropriate to express collector
performance in terms of the fluid inlet temperature to the collector (Tc;). This equation is known as the
classical Hottel-Whillier-Bliss (HWB) equation and is most widely used to predict instantaneous
collector performance:

qc = AcFglIrny — Up(Tei— T)1™ (18.2)

where Fg is called the heat removal factor and is a measure of the solar collector performance as a heat
exchanger, since it can be interpreted as the ratio of actual heat transfer to the maximum possible heat
transfer. It is related to F' by

F A F'
R 7(mcp)c 1—exp e U (18.3)
F, AcF/ UL (mCP)C

1 LR LR | TTTTT

where m is the total fluid flow rate through the
collectors and ¢ is the specific heat of the fluid
flowing through the collector. The variation of
(Fr/F') with [(mCp)c/AcULF'] is shown graphi-
cally in Figure 18.3. Note the asymptotic behavior
of the plot, which suggests that increasing the fluid
flow rate more than a certain amount results in
little improvement in Fy (and hence in gc) while
0 T causing a quadratic increase in the pressure drop.
0.1 1 10 100 Factors influencing solar collector performance
(mCp)c/AcULF' are of three types: (i) constructional, that is, related

to collector design and materials used, (ii)

FIGURE 18.3 Variation of Fy/F' as a function of ~climatic, and (iii) operational, that is, fluid
[(mc,)/ (ALULF)]. (From Duffie, J. A. and Beckman, —temperature, flow rate, and so on. The plate
W. A., Solar Engineering of Thermal Processes, Wiley  efficiency factor F' is a factor that depends on
Interscience, New York, 1980.) the physical constructional features and is
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essentially a constant for a given liquid collector. (This is not true for air collectors, which require more
careful analysis.) Operational features involve changes in mc and T¢;. While changes in m affect Fy as
per Equation 18.3, we note from Equation 18.2 that to enhance gc, Tc; needs to be kept as low as possible.
For solar collectors that are operated under more or less constant flow rates, specifying Frno and FrUy is
adequate to predict collector performance under varying climatic conditions.

There are a number of procedures by which collectors have been tested. The most common is a steady-
state procedure, where transient effects due to collector heat capacity are minimized by performing tests
only during periods when radiation and ambient temperature are steady. The procedure involves
simultaneous and accurate measurements of the mass flow rate, the inlet and outlet temperatures of the
collector fluid, and the ambient conditions (incident solar radiation, air temperature, and wind speed).
The most widely used test procedure is the ASHRAE Standard 93-77 (1978), whose test setup is shown in
Figure 18.4. Though a solar simulator can be used to perform indoor testing, outdoor testing is always
more realistic and less expensive. The procedure can be used for nonconcentrating collectors using air or
liquid as the working fluid (but not two phase mixtures) that have a single inlet and a single outlet and
contain no integral thermal storage.

Steady-state procedures have been in use for a relatively long period and though the basis is very simple
the engineering setup is relatively expensive (see Figure 18.4). From an overall heat balance on the
collector fluid and from Equation 18.2, the expressions for the instantaneous collector efficiency under
normal solar incidence are

ac _ (mey)c(Teo — Tci)
Aclr Aclr

Nc (18.4)

Iei— T,
= FRT’n_FRUL T (185)

where 1, is the optical efficiency at normal solar incidence.

From the test data, points of 1. against reduced temperature [(Tc;— T,)/It] are plotted as shown in
Figure 18.5. Then a linear fit is made to these data points by regression, from which the values of Fgn,
and FrUy are easily deduced. It will be noted that if the reduced term were to be taken as [( Ty, — To)/It],
estimates of F'n, and F'Up would be correspondingly obtained.

18.1.2.2.3 Incidence Angle Modifier

The optical efficiency 1, depends on the collector configuration and varies with the angle of incidence as
well as with the relative values of diffuse and beam radiation. The incidence angle modifier is defined as
K, =(m¢/My). For flat-plate collectors with 1 or 2 glass covers, K, is almost unchanged up to incidence
angles of 60°, after which it abruptly drops to zero.

A simple way to model the variation of K, with incidence angle for flat-plate collectors is to specify 1y,
the optical efficiency of the collector at normal beam incidence, to assume the entire radiation to be
beam, and to use the following expression for the angular dependence (ASHRAE 1978)

1
K, =1+ b0<cos 0—1) (18.6)

where 6 is the solar angle of incidence on the collector plate (in degrees) and b, is a constant called the
incidence angle modifier coefficient. Plotting K, against [(1/cos §) —1] results in linear plots (see
Figure 18.6), thus justifying the use of Equation 18.6. We note that for one-glass and two-glass covers,
approximate values of by are —0.10 and —0.17, respectively.
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FIGURE 18.4 Set up for testing liquid collectors according to ASHRAE Standard 93-72.
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FIGURE 18.5 Thermal efficiency curve for a double glazed flat-plate liquid collector. Test conducted outdoors on a
1.2 m by 1.25 m panel with 10.2 cm of glass fiber back insulation and a flat copper absorber with black coating of
emissivity of 0.97. (From ASHRAE Standard 93-77, Methods of Testing to Determine the Thermal Performance of Solar
Collectors, American Society of Heating, Refrigeration and Air Conditioning Engineers, New York, 1978.)

In case the diffuse solar fraction is high, one needs to distinguish between beam, diffuse, and ground-
reflected components. Diffuse radiation, by its very nature, has no single incidence angle. One simple way
is to assume an equivalent incidence angle of 60° for diffuse and ground-reflected components. One
would then use Equation 18.6 for the beam component along with its corresponding value of # and
account for the contribution of diffuse and ground reflected components by assuming a value of §=60°
in Equation 18.6. For more accurate estimation, one can use the relationship between the effective diffuse
solar incidence angle versus collector tilt given in Duffie and Beckman (1980). It should be noted that the
preceding equation gives misleading results with incidence angles close to 90°. An alternative functional
form for the incidence angle modifier for both flat-plate and concentrating collectors has been proposed
by Rabl (1981).

Example 18.1.1

From the thermal efficiency curve given in Figure 18.5 determine the performance parameters of the
corresponding solar collector.

Extrapolating the curve yields y-intercept=0.69, x-intercept=0.105 (m**C/W). Since the reduced
temperature in Figure 18.5 is in terms of the inlet fluid temperature to the collector, Equation 18.5 yields
Fena=0.69 and FrU; =0.69/0.105=6.57 W/(m?°C). Alternatively, the collector parameters in terms of
the plate efficiency factor can be deduced. From Figure 18.5, the collector area=1.22X1.25=1.525 m?,
while the flow rate (m/Ac)=0.0136 kg/(s m?). From Equation 18.3,

F'IFR = —(0.0136 X 4190/6.57)In[—6.57/(0.0136 X 4190)] = 1.0625
Thus F'U; =6.57 X 1.0625=6.98 W/(m*°C) and F'n,=0.69X1.0625=0.733.

Example 18.1.2

How would the optical efficiency be effected at a solar incidence angle of 60° for a flat-plate collector with
two glass covers?
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FIGURE 18.6 Incidence angle modifiers for two flat-plate collectors with nonselective coating on the absorber.
(Adapted From ASHRAE Standard 93-77, Methods of Testing to Determine the Thermal Performance of Solar
Collectors, American Society of Heating, Refrigeration and Air Conditioning Engineers, New York, 1978.)

Assume a value of by= —0.17. From Equation 18.6, K,,=0.83. Thus

18.1.2.2.4 Other Collector Characteristics

There are three collector characteristics that a comprehensive collector testing process should also
address. The collector time constant is a measure that determines how intermittent sunshine affects
collector performance and is useful in defining an operating control strategy for the collector array that
avoids instability. Collector performance is usually enhanced if collector time constants are kept low.
ASHRAE 93-77 also includes a method for determining this value. Commercial collectors usually have
time constants of about 5 min or less, and this justifies the use of the HWB model (see Equation 18.2).

Another quantity to be determined from collector tests is the collector stagnation temperature. This is
the equilibrium temperature reached by the absorber plate when no heat is being extracted from the
collector. Determining the maximum stagnation temperature, which occurs under high I'tand T, values,
is useful in order to safeguard against reduced collector life due to thermal damage to collectors (namely
irreversible thermal expansion, sagging of covers, physical deterioration, optical changes, etc.) in the field
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when not in use. Though the stagnation temperature could be estimated from Equation 18.2 by setting
qc=0 and solving for Tg; it is better to perform actual tests on collectors before field installation.

The third collector characteristic of interest is the pressure drop across the collector for different fluid
flow rates. This is an important consideration for liquid collectors, and more so for air collectors, in order
to keep parasitic energy consumption (namely electricity to drive pumps and blowers) to a minimum in
large collector arrays.

18.1.2.3 Improvements to Flat-Plate Collector Performance

There are a number of ways by which the performance of the basic flat-plate collectors can be improved.
One way is to enhance optical efficiency by treatment of the glass cover thereby reducing reflection and
enhancing performance. As much as a 4% increase has been reported (Anderson 1977). Low-iron glass
can also reduce solar absorption losses by a few percent.

These improvements are modest compared to possible improvements from reducing losses from the
absorber plate. Essentially, the infrared upward reradiation losses from the heated absorber plate have to
be decreased. One could use a second glass cover to reduce the losses, albeit at the expense of higher cost
and lower optical efficiency. Usually for water heating applications, radiation accounts for about two-
thirds of the losses from the absorber to the cover with convective losses making up the rest (conduction
is less than about 5%). The most widely used manner of reducing these radiation losses is to use selective
surfaces whose emissivity varies with wavelength (as against matte-black painted absorbers, which are
essentially gray bodies). Note that 98% of the solar spectrum is at wavelengths less than 3.0 pm, whereas
less than 1% of the black body radiation from a 200°C surface is at wavelengths less than 3.0 pm. Thus
selective surfaces for solar collectors should have high-solar absorptance (i.e., low reflectance in the solar
spectrum) and low long-wave emittance (i.e., high reflectance in the long-wave spectrum). The spectral
reflectance of some commonly used selective surfaces is shown in Figure 18.7. Several commercial
collectors for water heating or low-pressure steam (for absorption cooling or process heat applications)
are available that use selective surfaces.

Another technique to simultaneously reduce both convective and radiative losses between the absorber
and the transparent cover is to use honeycomb material (Hollands 1965). The honeycomb material can
be reflective or transparent (the latter is more common) and should be sized properly. Glass honeycombs
have had some success in reducing losses in high-temperature concentrating receivers, but plastics are
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B = Galvanized iron, 22 mil, i
commercial finished
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FIGURE 18.7 Spectral reflectance of several surfaces. (From Edwards, D. K., Nelson, K. E., Roddick, R. D., and Gier,
J. T., Basic Studies on the Use of Solar Energy, Report no. 60-93, Department of Engineering. University of California
at Los Angeles, CA, 1960.)
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usually recommended for use in flat-plate collectors. Because of the poor thermal aging properties,
honeycomb flat-plate collectors have had little commercial success. Currently the most promising kind
seems to be the simplest (both in terms of analysis and construction), namely collectors using horizontal
rectangular slats (Meyer 1978). Convection can be entirely suppressed provided the slats with the proper
aspect ratio are used.

Finally, collector output can be enhanced by using side reflectors, for instance a sheet of anodized
aluminum. The justification in using these is their low cost and simplicity. For instance, a reflector placed
in front of a tilted collector cannot but increase collector performance because losses are unchanged and
more solar radiation is intercepted by the collector. Reflectors in other geometries may cast a shadow on
the collector and reduce performance. Note also that reflectors would produce rather nonuniform
illumination over the day and during the year, which, though not a problem in thermal collectors, may
drastically penalize the electric output of photovoltaic modules. Whether reflectors are cost-effective
depends on the particular circumstances and practical questions such as aesthetics and space availability.
The complexity involved in the analysis of collectors with planar reflectors can be reduced by assuming
the reflector to be long compared to its width and treating the problem in two dimensions only. How
optical performance of solar collectors are affected by side planar reflectors is discussed in several papers,
for example Larson (1980), Chiam (1981).

18.1.2.4 Other Collector Types
18.1.2.4.1 Evacuated Tubular Collectors

One method of obtaining temperatures between 100 and 200°C is to use evacuated tubular collectors.
The advantage in creating and being able to maintain a vacuum is that convection losses between glazing

Absorber plate

with selective

coating

Collector tube

Heat transfer 80 mm
fluids

Glass tube

(@)

Glass outer
Cover vacuumy
Vacuum -

Selective surface
on glass tube

Transfer fluid
flows out in this
passage
Transfer fluid
flows in through
this inner tube

(b)

50 mm

FIGURE 18.8 Evacuated tubular collectors. (From Charters, W. W. S. and Pryor, T. L., An Introduction to the
Installation of Solar Energy Systems, Victoria Solar Energy Council, Melbourne, Australia, 1982.)
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and absorber can be eliminated. There are different possible arrangements of configuring evacuated
tubular collectors. Two designs are shown in Figure 18.8. The first is like a small flat-plate collector with
the liquid to be heated making one pass through the collector tube. The second uses an all-glass
construction with the glass absorber tube being coated selectively. The fluid being heated passes up the
middle of the absorber tube and then back through the annulus. Evacuated tubes can collect both direct
and diffuse radiation and do not require tracking. Glass breakage and leaking joints due to thermal
expansion are some of the problems which have been experienced with such collector types. Various
reflector shapes (like flat-plate, V-groove, circular, cylindrical, involute, etc.) placed behind the tubes are
often used to usefully collect some of the solar energy, which may otherwise be lost, thus providing a
small amount of concentration.

18.1.2.4.2 Compound Parabolic Concentrators

The CPC collector, discovered in 1966, consists of parabolic reflectors that funnel radiation from aperture
to absorber rather than focusing it. The right and left halves belong to different parabolas (hence the
name compound) with the edges of the receiver being the foci of the opposite parabola (see Figure 18.9). It
has been proven that such collectors are ideal in that any solar ray, be it beam or diffuse, incident on the
aperture within the acceptance angle will reach the absorber while all others will bounce back to and fro
and reemerge through the aperture. CPCs are also called nonimaging concentrators because they do not
form clearly defined images of the solar disk on the absorber surface as achieved in classical
concentrators. CPCs can be designed both as low-concentration devices with large acceptance angles
or as high-concentration devices with small acceptance angles. CPCs with low-concentration ratios
(of about 2) and with east—west axes can be operated as stationary devices throughout the year or at most

~——— Aperature ——»

\\ Acceptance /
\ half-angle /
B /
A
Height

Parabola

RN Focus of _/\ 7

/ Receiver
Sl parabola \ P
S~ _ X~ Vertex of parabola

\Axis of parabola

FIGURE 18.9 Cross-section of a symmetrical nontruncated CPC. (From Duffie, J. A. and Beckman, W. A., Solar
Engineering of Thermal Processes, Wiley Interscience, New York, 1980.)
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FIGURE 18.10 A CPC collector module. (From SERI, Engineering Principles and Concepts for Active Solar Systems,
Hemisphere Publishing Company, New York, 1989.)

with seasonal adjustments only. CPCs, unlike other concentrators, are able to collect all the beam and a
large portion of the diffuse radiation. Also they do not require highly specular surfaces and can thus
better tolerate dust and degradation. A typical module made up of several CPCs is shown in Figure 18.10.
The absorber surface is located at the bottom of the trough, and a glass cover may also be used to encase
the entire module. CPCs show considerable promise for water heating close to the boiling point and for
low-pressure steam applications. Further details about the different types of absorber and receiver shapes
used, the effect of truncation of the receiver and the optics, can be found in Rabl (1985).

18.1.3 Long-Term Performance of Solar Collectors
18.1.3.1 Effect of Day-to-Day Changes in Solar Insolation

Instantaneous or hourly performance of solar collectors has been discussed in “Flat-Plate Collectors.” For
example, one would be tempted to use the HWB Equation 18.2 to predict long-term collector
performance at a prespecified and constant fluid inlet temperature T¢; merely by assuming average
hourly values of Itand T,. Such a procedure would be erroneous and lead to underestimation of collector
output because of the presence of the control function, which implies that collectors are turned on only
when g >0, that is, when radiation It exceeds a certain critical value Ic. This critical radiation value is
found by setting q¢c in Equation 18.2 to zero:

Ic = U (Tg; — T (18.7a)

To be more rigorous, a small increment ¢ to account for pumping power and stability of controls can
also be included if needed by modifying the equation to

IC = UL(TCi + (3_Ta)/7]0 (187b)

Then, Equation 18.2 can be rewritten in terms of I as

dc = AcFrnolly —Ic1™ (18.8)

Why one cannot simply assume a mean value of I in order to predict the mean value of gc will be
illustrated by the following simple concept (Klein 1978). Consider the three identical day sequences
shown in sequence A of Figure 18.11. If I, is the critical radiation intensity and if it is constant over the
whole day, the useful energy collected by the collector is represented by the sum of the shaded areas. If a
higher critical radiation value shown as I, in Figure 18.11 is selected, we note that no useful energy is
collected at all. Actual weather sequences would not look like that in sequence A but rather like that in
sequence B, which is comprised of an excellent, a poor, and an average day. Even if both sequences have
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FIGURE 18.11 Effect of radiation distribution on collector long-term performance. (From Klein, S. A., Calculation
of flat-plate collector utilizability, Solar Energy, 21, 393, 1978.)

the same average radiation over 3 days, a collector subjected to sequence B will collect useful energy when
the critical radiation is Ic,. Thus, neglecting the variation of radiation intensity from day-to-day over the
long term and dealing with mean values would result in an underestimation of collector performance.

Loads are to a certain extent repetitive from day-to-day over a season or even the year. Consequently,
one can also expect collectors to be subjected to a known diurnal repetitive pattern or mode of operation,
that is, the collector inlet temperature T; has a known repetitive pattern.

18.1.3.2 Individual Hourly Utilizability

In this mode, Tc; is assumed to very over the day but has the same variation for all the days over a period
of N days (where N=30 days for monthly and N=365 for yearly periods). Then from Equation 18.8,
total useful energy collected over N days during individual hour i of the day is

. SNy I
gen() = AcFriolTi Zfi (18.9)
i=1 Ti

Let us define the radiation ratio
X; = I/l (18.10)
and the critical radiation ratio
Xc = Ic/y
The modified HWB Equation 18.8 can be rewritten as
gon(i) = AcFrilpITiNi(x.) (18.11)

where the individual hourly utilizability factor ¢; is identified as

1 N
$i(Xe) = 1 D Xi=Xo)" (18.12)
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Thus ¢; can be considered to be the fraction of the incident solar radiation that can be converted to
useful heat by an ideal collector (i.e., whose Frno=1). The utilizability factor is thus a radiation statistic
in the sense that it depends solely on the radiation values at the specific location. As such, it is in no way
dependent on the solar collector itself. Only after the radiation statistics have been applied is a collector
dependent significance attached to Xc.

Hourly utilizability curves on a monthly basis that are independent of location were generated by Liu
and Jordan (1963) over 30 years ago for flat-plate collectors (see Figure 18.12). The key climatic
parameter which permits generalization is the monthly clearness index K of the location defined as

K = H/H, (18.13)
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FIGURE 18.12 Generalized hourly utilizability curves of Liu and Jordan (1963) for three different monthly mean
clearness indices K. (a) K = 0.3, (b) K = 0.5, (c) K = 0.7. (From Liu, B. Y. H. and Jordan, R. C., A rational procedure
for predicting the long-term average performance of flat-plate solar energy collectors, Solar Energy, 7, 53, 1963.)
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FIGURE 18.12 (continued)

where H is the monthly mean daily global radiation on the horizontal surface and H is the monthly
mean daily extraterrestrial radiation on a horizontal surface.

Extensive tables giving monthly values of K for several different locations worldwide can be found in
several books, for example, Duffie and Beckman (1980) or Reddy (1987). The curves apply to equator-facing
tilted collectors with the effect of collector tilt accounted for by the factor Ry, which is the ratio of the
monthly mean daily extraterrestrial radiation on the tilted collector to that on a horizontal surface. Monthly
mean daily calculations can be made using the 15th of the month, though better accuracy is achieved using
slightly different dates (Reddy 1987). Clark, Klein, and Beckman (1983), working from measured data from
several U.S. cities, have proposed the following correlation for individual hourly utilizability over monthly
time scales applicable to flat-plate collectors only:

¢i = 0 fOI' XC Z Xmax

= (1 —=Xc/Xpmax)®  for Xppay = 2 (18.14)
= |lal —[a®> + (1 + 2a)(1 —XC/Xmax)Z]U2 otherwise
where
4= Xpae — D2 = Xpar) (18.15)
and
X = 1.85 + 0.169(7/k>) — 0.0696 cos B/k” —0.981k/(cos 6)> (18.16)

where k is the monthly mean hourly clearness index for the particular hour, ¢ is the solar declination, @ is the
tilt angle of the collector plane with respect to the horizontal, and 77 is the ratio of monthly average hourly
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global radiation on a tilted surface to that on a horizontal surface for that particular hour. For an isotropic sky
assumption, 71 is given by

o 1+ . [1-
Fr = (1=I4)ryp + <§056>Id1 + (‘;Osﬁ>p (18.17)

where I4 and T are the hourly diffuse and global radiation on the horizontal surface, r, 1 is the ratio of hourly
beam radiation on the tilted surface to that on a horizontal surface (this is a purely astronomical quantity and
can be calculated accurately from geometric considerations), and p is the ground albedo.

Example 18.1.3

Compute the total energy collected during 11:30-12:30 for the month of September in New York, NY
(latitude: 40.75°N, T,=20°C) by a flat-plate solar collector of 5 m* area having zero tilt. The collector
performance parameters are Frno=0.54 and FrUp =3.21 W/ (m®°C) and the collector inlet temperature
is 80°C. The corresponding hourly mean clearness index k is 0.44, and the monthly mean hourly
radiation on a horizontal surface Ir; (11:30—-12:30) is 6.0 MJ/(m? h).

From Equation 18.7a, critical radiation Ic=3.21X(80—20)/0.54=356.7 W/m>=1.28 MJ/(m? h).
For the average day of September, solar declination 6=2.2°. Also, because the collector is horizontal
71 =1 and B=0. Thus from Equation 18.16

Xpnax = 1.85 + 0.169/0.44% —0.0696/0.44% —0.981 X 0.44/(cos 2.2)° = 1.93.

Also from Equation 18.15, a=(1.93—1)/(2—1.93)=13.29.
The critical radiation ratio Xo=1.28/1.93=0.663.
Because X <X, from Equation 18.14 we have

$i(Xc) = [13.29—[13.29° + (1 + 2 X 13.29)(1 —0.663/1.93)*]"*| = [13.29 —13.73| = 0.44.

Finally, the total energy collected is given by Equation 18.11
qen(11 :30-12 1 30) = 52X 0.54 X 60 X 30 X 0.44 = 214 MJ/h

18.1.3.3 Daily Utilizability
18.1.3.3.1 Basis

In this mode, T;, and hence the critical radiation level, is assumed constant during all hours of the day.
The total useful energy over N days that can be collected by solar collectors operated all day over n hours
is given by

Qcn = AcFrilgHrN¢ (18.18)

where Hr is the average daily global radiation on the collector surface, and ¢ (called Phibar) is the daily
utilizability factor, defined as

N n N n N n
$=2 D h—I)' 1Y > Iy :ﬁZZ(Xi—XCV (18.19)

Generalized correlations have been developed both at monthly time scales and for annual time scales
based on the parameter K. Generalized (i.e., location and month independent) correlations for ¢ on a
monthly time scale have been proposed by Theilacker and Klein (1980). These are strictly applicable for
flat-plate collectors only. Collares-Pereira and Rabl (1979) have also proposed generalized correlations
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for ¢ on a monthly time scale which, though a little more tedious to use are applicable to concentrating
collectors as well. The reader may refer to Rabl (1985) or Reddy (1987) for complete expressions.

18.1.3.3.2 Monthly Time Scales

The Phibar method of determining the daily utilizability fraction proposed by Theilacker and Klein
(1980) correlates ¢ to the following factors:

1. A geometry factor Ry/Fr pe0n, Which incorporates the effects of collector orientation, location, and
time of year. Ry is the ratio of monthly average global radiation on the tilted surface to that on a
horizontal surface. 714, is the ratio of radiation at noon on the tilted surface to that on a
horizontal surface for the average day of the month. Geometrically, 71,4, is @ measure of the
maximum height of the radiation curve over the day, whereas Ry is a measure of the enclosed area.
Generally the value (Ry/7rpo0n) is between 0.9 and 1.5.

2. A dimensionless critical radiation level X x where

Xcx = I/t noon (18.20)

with I 400, the radiation intensity on the tilted surface at noon, given by

TT,nonn = FnoonfT,noonH (1821)

where 7., is the ratio of radiation at noon to the daily global radiation on a horizontal surface during
the mean day of the month which can be calculated from the following correlation proposed by Liu and
Jordan (1960):

r(W) =$=%(u+bcos W)

(cos W —cos Wy)
(sin Ws — 155 Wscos WS)

(18.22)

with
a = 0.409 + 0.5016 sin(Wg —60)
b = 0.6609 —0.4767 sin(Wg — 60)

where W is the hour angle corresponding to the midpoint of the hour (in degrees) and Wy is the sunset
hour angle given by

cos Wy = —tan L tan 6 (18.23)

where L is the latitude of the location. The fraction r is the ratio of hourly to daily global radiation on a
horizontal surface. The factors 71,40, and 7,50, can be determined from Equation 18.17 and Equation
18.22, respectively, with W=0°.

The Theilacker and Klein correlation for the daily utilizability for equator-facing flat-plate collectors is

d(Xcx) = exp{la’ + b'(Frnoon/ R Xcx + ¢ Xex1} (18.24)

where

a =7.476 —20.00K + 11.188K*
b = —8.562 + 18.679K —9.948K*> (18.25)

¢ =—0.722 + 2.426K + 0.439K>

How ¢ varies with the critical radiation ratio X for three different values of K is shown in
Figure 18.13.
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Example 18.1.4

A flat-plate collector operated horizontally at Fort Worth, Texas (L= 32.75°N), has a surface area of 20 m*.
Itis used to heat 10 kg/min. of water entering the collector at a constant temperature of 80°C each day from
6 a.m. to 6 p.m. The collector performance parameters are Fr1o=0.70 and FrUp=5.0 W/(m>°C).
Use Klein’s correlation to compute the energy collected by the solar collectors during September.
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FIGURE 18.13 Generalized daily utilizability curves of Theilacker and Klein (1980) for three different K values.
(a) K = 0.3, (b) K = 0.5, (c) K = 0.7. (From Theilacker, J. C. and Klein, S. A., Improvements in the utilizability
relationships, American Section of the International Solar Energy Society Meeting Proceedings, p. 271. Phoenix, AZ,
1980.)
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FIGURE 18.13 (continued)

Assume H = 18.28 MJ/(m*d), K = 0.57 and T, = 25°C. Assume the mean sunset hour angle for September
to be 90°.

The critical radiation is calculated first:

Ic = (5/0.7)(80 —25) = 393 W/m® = 1.414 MJ/(m’h)

For a horizontal surface, Ry = PTnoon = 1. From Equation 18.22, r(W = 0)= 7t/24(a + b) = 0.140.
Klein’s critical radiation ratio (17.1.20) Xcx = 1.414/(18.28 X 0.140) = 0.553. From Equation 18.24,
¢ = 0.318. Finally, from Equation 18.18, the total monthly energy collected by the solar collectors is
Qcv=20X0.7X30X0.318 X 18.28 =2.44 GJ/month.

18.1.3.3.3 Annual Time Scales

Generalized expressions for the yearly average energy delivered by the principal collector types with
constant radiation threshold (i.e., when the fluid inlet temperature is constant for all hours during the
day over the entire year) have been developed by Rabl (1981) based on data from several U.S. locations.
The correlations are basically quadratic of the form

=Y — G+ bl + IR (18.26)

where the coefficients 4, b, and ¢ are functions of collector type and/or tracking mode, climate, and in
some cases, latitude. The complete expressions as revised by Gordon and Rabl (1982) are given in Reddy
(1987). Note that the yearly daytime average value of T, should be used to determine Ic. If this is not
available, the yearly mean daily average value can be used. Plots of Qcy versus I for flat-plate collectors
that face the equator with tilt equal to the latitude are shown in Figure 18.14. The solar radiation enters
these expressions as I, the annual average beam radiation at normal incidence. This can be estimated
from the following correlation

Ih, = 1.37K —0.34 (18.27)
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FIGURE 18.14 Yearly total energy delivered by flat-plate collectors with tilt equal to latitude. (From Gordon, J. M.

and Rabl, A., Design, analysis and optimization of solar industrial process heat plants without storage, Solar Energy,
28, 519, 1982.)

where I, is in kW/m?” and K is the annual average clearness index of the location. Values of K for several
locations worldwide are given in Reddy (1987).

This correlation is strictly valid for latitudes ranging from 25 to 48°. If used for lower latitudes, the
correlation is said to lead to overprediction. Hence, it is recommended that for such lower latitudes a
value of 25° be used to compute Qc,.

A direct comparison of the yearly performance of different collector types is given in Figure 18.15
(from Rabl 1981). A latitude of 35°N is assumed and plots of Qc, U.S. (T¢; — T,) have been generated in a
sunny climate with f,,=0.6 kW/m”. Relevant collector performance data are given in Figure 18.15. The
crossover point between flat-plate and concentrating collectors is approximately 25°C above ambient
temperature whether the climate is sunny or cloudy.

18.1.4 Solar Systems
18.1.4.1 Classification

Solar thermal systems can be divided into two categories: standalone or solar supplemented. They can be
further classified by means of energy collection as active or passive, by their use as residential or
industrial. Further, they can be divided by collector type into liquid or air systems, and by the type of
storage they use into seasonal or daily systems.

18.1.4.1.1 Standalone and Solar Supplemented Systems

Standalone systems are systems in which solar energy is the only source of energy input used to meet the
required load. Such systems are normally designed for applications where a certain amount of tolerance is
permissible concerning the load requirement; in other words, where it is not absolutely imperative that

© 2007 by Taylor & Francis Group, LLC



Solar Thermal Energy Conversion 18-23

6 T T T T T
Parabolic gy, fon = 0.6 KW/m?
(sunny climate)
~d a/‘ab
~-Z0oy;
’7\\300,/7 e, .
RN Pal“a \\g'/l.\
< ‘*:A\ O//C [l‘o s ~-
Sy As o~ ~doh T~
CPC \~‘\"~\ ) =4
< o~

0 100 200 300
Tei-Ta("C)

FIGURE 18.15 Figure illustrating the comparative performance (yearly collectible energy) of different collector
types as a function of the difference between collector inlet temperature and ambient collector performance
parameters F'ny and F'U; in W/(m? °C) are: flat plate (0.70 and 5.0), CPC (0.60 and 0.75), parabolic trough
(0.65 and 0.67), and parabolic dish (0.61 and 0.27). (From Rabl, A., Yearly average performance of the principal solar
collector types, Solar Energy, 27, 215, 1981.)

the specified load be met each and every instant. This leniency is generally admissible in the case of
certain residential and agricultural applications. The primary reasons for using such systems are their low
cost and simplicity of operation.

Solar-supplemented systems, widely used for both industrial and residential purposes, are those in
which solar energy supplies part of the required heat load, the rest being met by an auxiliary source of
heat input. Due to the daily variations in incident solar radiation, the portion of the required heat load
supplied by the solar energy system may vary from day-to-day. However, the auxiliary source is so
designed that at any instant it is capable of meeting the remainder of the required heat load. It is normal
practice to incorporate an auxiliary heat source large enough to supply the entire heat load required.
Thus, the benefit in the solar subsystem is not in its capacity credit (i.e., not that a smaller capacity
conventional system can be used), but rather that a part of the conventional fuel consumption is
displaced. The solar subsystem thus acts as a fuel economizer.

Solar-supplemented energy systems will be the primary focus of this chapter. Designing such systems
has acquired a certain firm scientific rationale, and the underlying methodologies have reached a certain
maturity and diversity, which may satisfy professionals from allied fields. On the other hand, unitary
solar apparatus are not discussed here, since these are designed and sized based on local requirements,
material availability, construction practices, and practical experience. Simple rules of thumb based on
prior experimentation are usually resorted to for designing such systems.

18.1.4.1.2 Active and Passive Systems

Active systems are those systems that need electric pumps or blowers to collect solar energy. It is evident
that the amount of solar energy collected should be more than the electrical energy used. Active systems
are invariably used for industrial applications and for most domestic and commercial applications as
well. Passive systems are those systems that collect or use solar energy without direct recourse to any
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source of conventional power, such as electricity, to aid in the collection. Thus, either such systems
operate by natural thermosyphon (for example, domestic water heating systems) between collector,
storage, and load or, in the case of space heating, the architecture of the building is such as to favor
optimal use of solar energy. Use of a passive system for space heating applications, however, in no way
precludes the use of a backup auxiliary system. This chapter deals with active solar systems only.

18.1.4.1.3 Residential and Industrial Systems

Basically, the principles and the components used in these two types of systems are alike, the difference
being in the load distribution, control strategies, and relative importance of the components with respect
to each other. Whereas residential loads have sharp peaks in the early morning or in the evening and have
significant seasonal variations, industrial loads tend to be fairly uniform over the year. Constant loads
favor the use of solar energy because good equipment utilization can be achieved. Because of differences
in load distribution, the role played by the storage differs for both applications. Residential loads often
occur at times when solar radiation is no longer available. Thus the collector and the storage subsystems
interact in a mode without heat withdrawal from the storage. Finally, for economic reasons, many
residential systems are designed to operate by natural thermosyphon, in which case no pumps or controls
are needed.

On the other hand, for industrial and commercial applications, there is no a priori relationship between
the time dependence of the load and the period of sunshine. Moreover, a high reliability has to be
assured, so the solar system will have to be combined with a conventional system. Very often, a significant
portion of the load can be directly supplied by the solar system even without storage. Another option is to
use buffer storage for short periods, on the order of a few hours, in case of discontinuous batch process
loads. Thus, the proper design of the storage component has to be given adequate consideration. At
present, due to economic constraints as well as the fact that proper awareness of the various installations
and operational difficulties associated with larger solar thermal systems is still lacking, solar thermal
systems are normally designed either (i) with the no-storage option, or (ii) with buffer storage where a
small fraction of the total heat demand is only supplied by the solar system.

18.1.4.1.4 Liquid and Air Collectors

Although air has been the primary fluid for space heating and drying applications, solar air heating
systems have until recently been relegated to second place, mainly as a result of the engineering difficulties
associated with such systems. Also, applications involving hot air are probably less common than those
needing hot water. Air systems for space heating are well described by Lof (1981).

Even with liquid solar collectors, various configurations are possible, and these can be classified
basically as nontracking (which include flat-plate collectors and CPCs) or tracking collectors (which
include various types of concentrating collectors). For low-grade thermal heat, for which solar energy is
most suited, flat-plate collectors are far more appropriate than concentrating collectors, not only because
of their lower cost but also because of their higher thermal efficiencies at low temperature levels.
Moreover, their operation and maintenance costs are lower. Finally, for locations having a high fraction
of diffuse radiation, as in the tropics, flat-plate collectors are considered to be thermally superior because
they can make use of diffuse radiation as well as beam radiation. Although the system design
methodologies presented in this chapter explicitly assume flat-plate collector systems, these design
approaches can be equally used with concentrating collectors.

18.1.4.1.5 Daily and Seasonal Storage

By daily storage is meant systems having capacities equivalent to at most a few days of demand (i.e., just
enough to tide over day-to-day climatic fluctuations). In seasonal storage, solar energy is stored during
the summer for use in winter. Industrial demand loads, which are more or less uniform over the year, are
badly suited for seasonal-storage systems. This is also true of air-conditioning for domestic and
commercial applications because the load is maximum when solar radiation is also maximum, and
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vice versa. The present-day economics of seasonal storage units do not usually make such systems an
economical proposition except for community heating in cold climates.

18.1.4.2 Closed-Loop and Open-Loop Systems

The two possible configurations of solar thermal systems with daily storage are classified as closed-loop
or open-loop systems. Though different authors define these differently, we shall define these as follows. A
closed-loop system has been defined as a circuit in which the performance of the solar collector is directly
dependent on the storage temperature. Figure 18.16 gives a schematic of a closed-loop system in which
the fluid circulating in the collectors does not mix with the fluid supplying thermal energy to the load.
Thus, these two subsystems are distinct in the sense that any combination of fluids (water or air) is
theoretically feasible (a heat exchanger, as shown in the figure, is of course imperative when the fluids are
different). However, in practice, only water-water, water-air, or air-air combinations are used. From the
point of system performance, the storage temperature normally varies over the day and, consequently, so
does collector performance. Closed-loop system configurations have been widely used to date for
domestic hot water and space heating applications. The flow rate per unit collector area is generally
around 50 kg/(h m®) for liquid collectors. The storage volume makes about 5-10 passes through the
collector during a typical sunny day, and this is why such systems are called multipass systems. The
temperature rise for each pass is small, of the order of 2°C-5°C for systems with circulating pumps and
about 10°C for thermosyphon systems. An expansion tank and a check valve to prevent reverse
thermosyphoning at nights, although not shown in the figure, are essential for such system
configurations.

Figure 18.17 illustrates one of the possible configurations of open-loop systems. Open-loop systems are
defined as systems in which the collector performance is independent of the storage temperature. The
working fluid may be rejected (or a heat recuperator can be used) if contaminants are picked up during
its passage through the load. Alternatively, the working fluid could be directly recalculated back to the
entrance of the solar collector field. In all these open-loop configurations, the collector is subject to a
given or known inlet temperature specified by the load requirements.

If the working fluid is water, instead of having a continuous flow rate (in which case the outlet
temperature of the water will vary with isolation), a solenoid valve can be placed just at the exit of the
collector, set so as to open when the desired temperature level of the fluid in the collector is reached.
The water is then discharged into storage, and fresh water is taken into the collector. The solar collector
will thus operate in a discontinuous manner, but this will ensure that the temperature in the storage is
always at the desired level. An alternative way of ensuring uniform collector outlet temperature is to
vary the flow rate according to the incident radiation. One can collect a couple of percent more energy
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FIGURE 18.16 Schematic of a closed-loop solar system.
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FIGURE 18.17 Schematic of an open-loop solar system.

than with constant rate single-pass designs (Gordon and Zarmi 1985). However, this entails changing
the flow rate of the pump more or less continuously, which is injurious to the pump and results in
reduced life. Of all the three variants of the open-loop configuration, the first one, namely the single-
pass open-loop solar thermal system configuration with constant flow rate and without a solenoid
valve, is the most common.

As stated earlier, closed-loop systems are appropriate for domestic applications. Until recently,
industrial process heat systems were also designed as large solar domestic hot-water systems with high
collector flow rates and with the storage tank volume making several passes per day through the
collectors. Consequently, the storage tank tends to be fairly well mixed. Also the tank must be strong
enough to withstand the high pressure from the water mains. The open-loop single-pass
configuration, wherein the required average daily fluid flow is circulated just once through the
collectors with the collector inlet temperature at its lowest value, has been found to be able to deliver
as much as 40% more yearly energy for industrial process heat applications than the multipass
designs (Collares-Pereira et al. 1984). Finally, in a closed-loop system where an equal amount of fresh
water is introduced into storage whenever a certain amount of hot water is drawn off by the load, it is
not possible to extract the entire amount of thermal energy contained in storage since the storage
temperature is continuously reduced due to mixing. This partial depletion effect in the storage tank is
not experienced in open-loop systems. The penalty in yearly energy delivery ranges typically from
about 10% for daytime-only loads to around 30% for nighttime-only loads compared to a closed-
loop multipass system where the storage is depleted every day. Other advantages of open-loop systems
are (i) the storage tank need not be pressurized (and hence is less costly), and (ii) the pump size and
parasitic power can be lowered.

A final note of caution is required. The single-pass design is not recommended for variable loads. The
tank size is based on yearly daily load volumes, and efficient use of storage requires near-total depletion of
the daily collected energy each day. If the load draw is markedly lower than its average value, the storage
would get full relatively early the next day and solar collection would cease. It is because industrial loads
tend to be more uniform, both during the day and over the year, than domestic applications that the
single-pass open-loop configuration is recommended for such applications.

18.1.4.2.1 Description of a Typical Closed-Loop System

Figure 18.18 illustrates a typical closed-loop solar-supplemented liquid heating system. The useful energy
is often (but not always) delivered to the storage tank via a collector-heat exchanger, which separates the
collector fluid stream and the storage fluid. Such an arrangement is necessary either for antifreeze
protection or to avoid corrosion of the collectors by untreated water containing gases and salts. A safety
relief valve is provided because the system piping is normally nonpressurized, and any steam produced in
the solar collectors will be let off from this valve. When this happens, energy dumping is said to take place.
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FIGURE 18.18 Schematic of a typical closed-loop system with auxiliary heater placed in series (also referred to as a
topping-up type).

Fluid from storage is withdrawn and made to flow through the load-heat exchanger when the load calls
for heat. Whenever possible, one should withdraw fluid directly from the storage and pass it through the
load, and avoid incorporating the load-heat exchanger, since it introduces additional thermal penalties
and involves extra equipment and additional parasitic power use. Heat is withdrawn from the storage
tank at the top and reinjected at the bottom in order to derive maximum benefit from the thermal
stratification that occurs in the storage tank. A bypass circuit is incorporated prior to the load heat
exchanger and comes into play

1. when there is no heat in the storage tank (i.e., storage temperature Ts is less than the fluid
temperature entering the load heat exchanger Ty;)

2. when Ty is such that the temperature of the fluid leaving the load heat exchanger is greater than
that required by the load (i.e., T, > T1;, in which case the three-way valve bypasses part of the flow
so that Tx,= Tr;). The bypass arrangement is thus a differential control device which is said to
modulate the flow such that the above condition is met. Another operational strategy for
maintaining Tx,= Ty; is to operate the pump in a “bang-bang” fashion (i.e., by short cycling
the pump). Such an operation is not advisable, however, since it would lead to premature
pump failure.

An auxiliary heater of the topping-up type supplies just enough heat to raise Tx, to Ty;. After passing
through the load, the fluid (which can be either water or air) can be recirculated or, in case of liquid
contamination through the load, fresh liquid can be introduced. The auxiliary heater can also be placed
in parallel with the load (see Figure 18.19), in which case it is called an all-or-nothing type. Although such
an arrangement is thermally less efficient than the topping-up type, this type is widely used during the
solar retrofit of heating systems because it involves little mechanical modifications or alterations to the
auxiliary heater itself.

It is obvious that there could also be solar-supplemented energy systems that do not include a storage
element in the system. Figure 18.20 shows such a system configuration with the auxiliary heater installed
in series. The operation of such systems is not very different from that of systems with storage, the
primary difference being that whenever instantaneous solar energy collection exceeds load requirements
(i-e., Tco>T1;), energy dumping takes place. It is obvious that by definition there cannot be a closed-
loop, no-storage solar thermal system. Solar thermal systems without storage are easier to construct and
operate, and even though they may be effective for 8-10 h a day, they are appropriate for applications
such as process heat in industry.
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FIGURE 18.19 Schematic of a typical closed-loop system with auxiliary heater placed in parallel (also referred to as
an all-or-nothing type).
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FIGURE 18.20 Simple solar thermal system without storage.

Active closed-loop solar systems as described earlier are widely used for service hot-water systems, that
is, for domestic hot water and process heat applications as well as for space heat. There are different
variants to this generic configuration. A system without the collector-heat exchanger is referred to having
collectors directly coupled to the storage tank (as against indirect coupling as in Figure 18.16). For
domestic hot-water systems, the system can be simplified by placing the auxiliary heater (which is simply
an electric heater) directly inside the storage tank. One would like to maintain stratification in the tank so
that the coolest fluid is at the bottom of the storage tank, thereby enhancing collection efficiency.
Consequently, the electric heater is placed at about the upper third portion of the tank so as to assure
good collection efficiency while assuring adequate hot water supply to the load. A more efficient but
expensive option is widely used in the United States: the double tank system, shown in Figure 18.21. Here
the functions of solar storage and auxiliary heating are separated, with the solar tank acting as a preheater
for the conventional gas or electric unit. Note that a further system simplification can be achieved for
domestic applications by placing the load heat exchanger directly inside the storage tank. In certain cases,
one can even eliminate the heat exchanger completely.

Another system configuration is the drain-back (also called drain-out) system, where the collectors are
emptied each time the solar system shuts off. Thus the system invariably loses collector fluid at least once,
and often several times, each day. No collector-heat exchanger is needed, and freeze protection is inherent
in such a configuration. However, careful piping design and installation, as well as a two-speed pump, are
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FIGURE 18.21 Schematic of a standard domestic hot-water system with double tank arrangement. (From Duffie, J.
A. and Beckman, W. A., Solar Engineering of Thermal Processes, Wiley Interscience, New York, 1980.)

needed for the system to work properly (Newton and Gilman 1981). The drain-back configuration may
be either open (vented to atmosphere) or closed (for better corrosion protection). Long-term experience
in the United States with the drain-back system has shown it to be very reliable if engineered properly. A
third type of system configuration is the drain-down system, where the fluid from the collector array is
removed only when adverse conditions, such as freezing or boiling, occur. This design is used when
freezing ambient temperatures are only infrequently encountered.

Active solar systems of the type described above are mostly used in countries such as the United States
and Canada. Countries such as Australia, India, and Israel (where freezing is rare) usually prefer
thermosyphon systems. No circulating pump is needed, the fluid circulation being driven by density
difference between the cooler water in the inlet pipe and the storage tank and the hotter water in the
outlet pipe of the collector and the storage tank. The low fluid flow in thermosyphon systems enhances
thermal stratification in the storage tank. The system is usually fail-proof, and a study by Liu and Fanney
(1980) reported that a thermosyphon system performed better than several pumped service hot-water
systems. If operated properly, thermosyphon and active solar systems are comparable in their thermal
performance. A major constraint in installing thermosyphon systems in already existing residences is the
requirement that the bottom of the storage tank be at least 20 cm or more higher than the top of the solar
collector in order to avoid reverse thermosyphoning at night. To overcome this, spring-loaded one-way
valves have been used, but with mixed success.

18.1.5 Controls

There are basically five categories to be considered when designing automatic controls (Mueller
Associates 1985): (i) collection to storage, (ii) storage to load, (iii) auxiliary energy to load, (iv)
miscellaneous (i.e., heat dumping, freeze protection, overheating, etc.), and (v) alarms. The three major
control system components are sensors, controllers, and actuating devices. Sensors are used to detect
conditions (such as temperatures, pressures, etc.). Controllers receive output from the sensors, select a
course of action, and signal a system component to adjust the condition. Actuated devices are
components such as pumps, valves, and alarms that execute controller commands and regulate
the system.

The sensors for the controls must be set, operated, and located correctly if the solar system is to collect
solar energy effectively, reduce operating time, wear and tear of active components, and minimize
auxiliary and parasitic energy use. Moreover, sensors also need to be calibrated frequently. For diagnostic
purposes, it may be advisable to add extra sensors and data acquisition equipment in order to verify
system operation and keep track of long-term system operation. Potential problems can be then rectified
in time. The reader may refer to manuals by Mueller Associates (1985) or by SERI (1989) for more details
on controls pertaining to solar energy systems.
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FIGURE 18.22 Typical diurnal variation of collector and storage temperatures. (From CSU, Solar Heating and
Cooling of Residential Buildings—Design of Systems, manual prepared by the Solar Energy Applications Laboratory,
Colorado State University, 1980.)

Though single-point temperature controllers or solar-cell-activated controls have been used for
activated solar collectors, the best way to do so is by differential temperature controllers. Temperature
sensors are used to measure the fluid temperature at collector outlet and at the bottom of the storage
tank. When the difference is greater than a set amount, say 5°C, then the controller turns the pump on. If
the pump is running and the temperature difference falls below another preset value, say 1°C, the
controller stops the pump. The temperature deadband between switching-off and reactivating levels
should be set with care, since too high a deadband would adversely affect collection efficiency and too low
a value would result in short cycling of the collector pump. Figure 18.22 taken from CSU (1980), shows
typical diurnal temperature variations of the liquids at collector exit T} and in the storage bottom T3 as a
result of heat withdrawal and/or heat losses from the storage. At about 8:30 a.m., T, > T3 and, since there
is no flow in the collector, T} increases rapidly until the difference (7| — T5) reaches the preset activation
level (shown as point 1). The collector pump A comes on, and liquid circulation through the collector
begins. Because of this cold water surge, T decreases, resulting in a drop of (T} —T;) to the preset
deactivating level (shown as point 2). The pump switches off, and liquid flow through the collectors
stops. Gradually T increases again, and so on. The number of on—off cycles at system start-up depends
on solar intensity, fluid flow rate, volume of water in the collector loop, and the differential controller
setting. A similar phenomenon of cycling also occurs in the afternoon. However, the error introduced in
solar collector long-term performance predictions by neglecting this cycling effect in the modeling
equations is usually small.

18.1.5.1 Corrections to Collector Performance Parameters

18.1.5.1.1 Combined Collector-Heat Exchanger Performance

The use of the heat exchanger A in Figure 18.18 imposes a penalty on the performance of the solar system
because T¢; is always higher than T, thereby decreasing qc (see Figure 18.23). The collector-heat
exchanger can be implicitly accounted for by suitably modifying the collector performance parameters.
Recall from basic heat transfer the concept of heat exchanger effectiveness E defined as the ratio of the
actual heat transfer rate to the maximum possible heat transfer rate, that is,

E= (mcp)a(Tai - Tao)/(mcp)min(Tai - Tbi) (18.28a)
= (mcp)b(Tbo - Tbi)/(mcp)min(Tai —Ty) (1828b)
where (mC,),= capacitance rate of fluid X (with X=a for the warmer fluid, or X=> for the cooler fluid)

and (mC,)min is the lower heat capacitance value of either stream. The advantage of this modeling
approach is that, to a good approximation, E can be considered constant in spite of variations in
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FIGURE 18.23 Heat collection decrease caused by double-loop heat exchangers. (From Cole, R. L., Nield, K. J.,
Rohde, R. R., and Wolosewicz, R. M. eds., Design and Installation Manual for Thermal Energy Storage, ANL-79-15,
Argonne National Laboratory, Argonne, IL, 1979.)

temperature levels provided the mass flow rates of both fluids remain constant. Thus knowing the two
flow rates, E, T,;, and Ty,;, both the exit fluid temperatures can be conveniently deduced. De Winter
(1975) has shown that the combined performance of the solar collector and the heat exchanger can be
conveniently modeled by replacing the collector heat removal factor Fr by a combined collector-
exchanger heat removal factor F'y such that

/ -1
Fr_ {1 4 IrUide { (mep)c 1}] (18.29)

Fy (mcy)c | Ea(me,)min -

where (mC,). is the capacitance rate of the fluid through the collector and E, is the effectiveness of heat
exchanger A. The variation of F'y/Fy is shown in Figure 18.24. The plots exhibit the same type of
asymptotic behavior with mass flow rate as in Figure 18.3.

The design of the collector-heat exchanger also requires care if the penalty imposed by it on the solar
collection is to be minimized. Using a large heat exchanger increases the effectiveness and lowers this
penalty; that is, the ratio (F'g/Fy) is high, but the associated initial and operating costs may be higher.
Both these considerations need to be balanced for optimum design (see Figure 18.25). Optimum heat
exchanger area Ay can be found from the following equation proposed by Cole et al. (1979):

F U C 1/2
Ax = Ac [ZEC] (18.30)
XX
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FIGURE 18.24 Variation of collector-heat exchanger correction factor. (From Duffie, J. A. and Beckman, W. A,,
Solar Engineering of Thermal Processes, Wiley Interscience, New York, 1980.)

where Ac is the collector area, Cc is the cost per unit collector area, Cx is the cost per unit heat exchanger
area, and Uy is the heat loss per unit area of the heat exchanger.

18.1.5.1.2 Collector Piping and Shading Losses

Other corrections that can be applied to collector performance parameters include those for thermal
losses from the piping (or from ducts) between the collection subsystem and the storage unit. Beckman
(1978) has shown that these losses can be conveniently taken into consideration by suitably modifying
the 7, and Uy terms of the solar collectors as follows:

_ _ _UaA; Uq(Ai+Ay)
M _ {1 4 Mado } " and Yo e AR (18.31)
U4A .
Mn (mcp)C U, 1+ (mip)oc

where Uy is the heat coefficient from the pipe or duct, Ay is the heat loss area of the outlet pipe or duct,
and A; is the heat loss area of the inlet pipe or duct.
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FIGURE 18.25 Typical heat-exchanger optimization plot. (From Cole, R. L., Nield, K. J., Rohde, R. R., and

Wolosewicz, R. M. eds., Design and Installation Manual for Thermal Energy Storage, ANL-79-15, Argonne National
Laboratory, Argonne, IL, 1979.)
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When large collector arrays are mounted on flat roofs or level ground, multiple rows of collectors are
usually arranged in a sawtooth fashion. These multiple rows must be spaced so that they do not shade
each other at low sun angles. Unlimited space is rarely available, and it is desirable to space the rows as
close as possible to minimize piping and to keep land costs low. Some amount of shading, especially
during early mornings and late evenings during the winter months is generally acceptable. Detailed
analysis of shading losses is cumbersome though not difficult and equations presented in standard text
books such as Duffie and Beckman (1980) can be used directly.

18.1.6 Thermal Storage Systems

Low-temperature solar thermal energy can be stored in liquids, solids, or phase change materials
(PCMs). Water is the most frequently used liquid storage medium because of its low cost and
high specific heat. The most widely used solid storage medium is rocks (usually of uniform circular
size 25-40 mm in diameter). PCM storage is much less bulky because of the high-latent heat of the PCM
material, but this technology has yet to become economical and safe for widespread use.

Water storage would be the obvious choice when liquid collectors are used to supply hot water to a
load. When hot air is required (for space heat or for convective drying), one has two options: an air
collector with a pebble-bed storage or a system with liquid collectors, water storage, and a load heat
exchanger to transfer heat from the hot water to the working air stream. Though a number of solar air
systems have been designed and operated successfully (mainly for space heating), water storage is very
often the medium selected. Water has twice the heat capacity of rock, so water storage tanks will be
smaller than rock-bed containers. Moreover, rock storage systems require higher parasitic energy to
operate, have higher installation costs, and require more sophisticated controls. Water storage permits
simultaneous charging and discharging while such an operation is not possible for rock storage systems.
The various types of materials used as containers for water and rock-bed storage and the types of design,
installation, and operation details one needs to take care of in such storage systems are described by
Mueller Associates (1985), SERI (1989).

Sensible storage systems, whether water or rock-bed, exhibit a certain amount of thermal stratification.
Standard textbooks present relevant equations to model such effects. In the case of active closed-loop
multipass hot-water systems, storage stratification effects can be neglected for long-term system
performance with little loss of accuracy. Moreover, this leads to conservative system design (i.e., solar
contribution is underpredicted if stratification is neglected). A designer who wishes to account for the
effect of stratification in the water storage can resort to a formulation by Phillips and Dave (1982), who
showed that this effect can be fairly well modeled by introducing a stratification coefficient (which is a
system constant that needs to be determined only once) and treating the storage subsystem as fully
mixed. However, this approach is limited to the specific case of no (or very little) heat withdrawal from
storage during the collection period. Even when water storage systems are highly stratified, simulation
studies seem to indicate that modeling storage as a one-dimensional plug-flow three-node heat transfer
problem yields satisfactory results of long-term solar system performance.

The thermal losses g, from the storage tank can be modeled as

qw = (UAS)(TS - Tenv) (18.32)

where (UAj) is the storage overall heat loss per unit temperature difference and T, is the temperature of
the air surrounding the storage tank. Note that (UAs) depends (i) on the storage size, which is a parameter
to be sized during system design, and (ii) on the configuration of the storage tank (i.e., on the length by
diameter ratio in case of a cylindrical tank). For storage tanks, this ratio is normally in the range of 1.0-2.0.

18.1.7 Solar System Simulation

A system model is nothing but an assembly of appropriate component modeling equations that are to be
solved over time subject to certain forcing functions (i.e., the meteorological data and load data). The
resulting set of simultaneous equations can be solved either analytically or numerically.
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The analytical method of resolution is appropriate, or possible, only for simplified system
configurations and operating conditions. This approach has had some success in the analysis and
design of open-loop systems (refer to Reddy 1987, and Gordon and Rabl 1986, for more details). On the
other hand, numerical simulation can be performed for any system configuration and operating strategy,
however, complex. However, this is time-consuming and expensive in computer time and requires a high
level of operator expertise.

We shall illustrate the approach of numerical simulation by considering the simple solar system shown
in Figure 18.18. Assuming a fully mixed storage tank, the instantaneous energy balance equation is

(Mc,)s(dTs/dt) = qc —qu — 4y (18.33)

where

qc is the useful energy delivered by the solar collector (given by Equation 18.2.)
G is the thermal loss from the storage tank (given by Equation 18.32)
qu 1s the useful heat transferred through the load heat exchanger, which can be determined as follows:

The maximum hourly rate of energy transfer through the load heat exchanger is
dmax = EB(me)min(TS - TXi)éL (18.34)

where dp is a control function whose value is either 1 or 0 depending upon whether there is a heat
demand or not. Since g, can be greater than the amount of thermal energy g; actually required by the
load, the bypass arrangement can be conveniently modeled as

Gu = Min(Gmax-q1.) (18.35)

where

qi = (mep) (Ty; — Txi) (18.36)

for water heating and industrial process heat loads. Space heating and cooling loads can be conveniently
determined by one of the several variants of the bin-type methods (ASHRAE 1985).
The amount of energy gm.x supplied by a topping-up type of auxiliary heater is

Gmax = 4L~ qu (18.37)

Assuming T.,,= T,, Equation 18.33 can be expanded into

dT.
(Mcp)s d—ts — AcFglIrne — Un(Ts — TY1" — (mcp)(Ts — Tx;)op —(UA)s(Ts — T,) (18.38)

The presence of control functions and time dependence of It and T, prevent a general analytical
treatment, though, as mentioned earlier, specific cases can be handled. The numerical approach involves
expressing this differential equation in finite difference form. After rearranging, one gets

At

= Tg, +
sb (MCp)s

{ACFR[ITnO - UL(Ts,b - Ta)]+ - (me)s(Ts,b —Tx;)0, — (UA)S(Ts,b - Ta)}TS,f
(18.39)

where Tsy, and T are the storage temperatures at the beginning and the end of the time step At. The
time step is sufficiently small (say 1 h) that Itand T, can be assumed constant. This equation is repeatedly
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used over the time period in question (day, month, or year), and the total energy supplied by the collector
or to the load can be estimated.

Such methods of simulation, referred as stepwise steady-state simulations, implicitly assume that the
solar thermal system operates in a steady-state manner during one time step, at the end of which it
undergoes an abrupt change in operating conditions as a result of changes in the forcing functions, and
thereby attains a new steady-state operating level. Although in reality, the system performance varies
smoothly over time and is consequently different from that outlined earlier, it has been found that, in
most cases, taking time steps of the order of 1 h yields acceptable results of long-term performance.

The objective of solar-supplemented energy systems is to displace part of the conventional fuel
consumption of the auxiliary heater. The index used to represent the contribution of the solar thermal
system is the solar fraction, which is the fraction of the total energy required by the load that is supplied by
the solar system. The solar fraction could be expressed over any time scale, with month and year being the
most common. Two commonly used definitions of the monthly solar fraction are

1. Thermal solar fraction:

fr = Qum/Qum = 1 —Quuxm/Qrum (18.40)

where
Qunm is the monthly total thermal energy supplied by the solar system
Qrm is the monthly total thermal requirements of the load
Q.ux,m 1s the monthly total auxiliary energy consumed
2. Energy solar fraction (i.e., thermal plus parasitic energy):

f/M = Q/UM/Q/LM (18.41)

where Q' is Quy minus the parasitic energy consumed by the solar system and Q' is Qpy plus
the parasitic energy consumed by the load.

Example 18.1.5

Simulate the closed-loop solar thermal system shown in Figure 18.18 for each hour of a day assuming
both collector and load heat exchangers to be absent (i.e., Ex=Eg=1). Assume the following data as
input for the simulation: Ac=10 m?, FrUp=5.0 W/m>°C), Frne=0.7, (Mc,)=2.0 MJ/°C and (UA)s=
3 W/°C. Water is withdrawn to meet a load from 9 a.m. to 7 p.m. (solar time) at a constant rate of 60 kg/h
and is replenished from the mains at a temperature of 25°C. The storage temperature at the start (i.e., at 6
a.m.) is 40°C, and the environment temperature is equal to the ambient temperature. The temperature of
the water entering the load should not exceed 55°C. The hourly values of the solar radiation on the plane
of the collector are given in column 2 of Table 18.3 and the ambient temperature is assumed constant
over the day and equal to 25°C. The variation of the optical efficiency with angle of incidence can
be neglected.

The results of the simulation are given in Table 18.3. The following equations should permit the reader
to verify for himself the results obtained. Simulating the system entails solving the following equations in
the sequence given here:

Column 4. Useful energy delivered by the collector (Equation 18.2)

gc = 10[0.7Iy —5(3,600/10°) Tg,, —25]* (MJ/h)

The term (3600/10°) is introduced to convert W/m? (the units in which Iy is expressed) into
MJ/(h m?). Note that Ts, is taken to be equal to Ts¢ of the final hour.
Column 5. Thermal losses from the storage tank (Equation 18.32)

Gw = 3(3,600/10°)(Ts}, —25) (MJ/h)
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TABLE 18.3 Simulation Results of Example 18.1.5

(6] (2) (3) 4 (5) (6) (7) (8) (©)]
Solar Time IT TS,f (OC) qc (M]/h) qw (MI/h) Jmax qu (M]/h) qu (M]/h) Gaux (M]/h)

(h) (MJ/m’h) (MJ/h)
Start 40.00
67 0.37 39.92 0.00 0.16 0.00 0.00 0.00 0.00
7-8 0.95 41.82 3.96 0.16 0.00 0.00 0.00 0.00
8-9 1.54 45.61 7.75 0.18 0.00 0.00 0.00 0.00
9-10 2.00 48.05 10.29 0.22 5.18 754 5.18 2.36
10-11 2.27 50.90 11.74 0.25 5.79 7.54 5.79 1.75
11-12 2.46 53.78 12.56 0.28 6.51 7.54 6.51 1.03
12-13 2.50 56.17 12.32 0.31 7.24 7.54 7.24 0.31
13-14 2.24 57.26 10.07 0.34 7.84 7.54 7.54 0.00
14-15 2.12 57.84 9.03 0.35 8.11 7.54 7.54 0.00
15-16 1.37 55.73 3.68 0.35 8.25 7.54 7.54 0.00
16-17 0.76 51.79 0.00 0.33 7.72 7.54 7.54 0.00
17-18 0.23 48.28 0.00 0.29 6.73 7.54 6.73 0.81
18-19 0.00 45.23 0.00 0.25 5.85 7.54 5.85 1.69
Total 18.81 — 81.41 3.48 69.24 75.40 67.48 7.94

Column 6. The maximum rate of energy that can be transferred from the load can be calculated from
Equation 18.34

Gmax = 60(4,190/10°)(Tsy, —25) (MJ/h)
Column 7. The thermal energy required by the load (from Equation 18.36)
g = 60(4,190/10°)(55 —25) = 7.54 MJ/h
Column 8. The actual amount of heat withdrawn from storage (Equation 18.35)
qw = min[column 6, column 7]
Column 9. The amount of energy supplied by the auxiliary heater (Equation 18.2.37)
Gaux = column 7 — column 8
The final storage temperature Ts ¢ is now calculated from Equation 18.39
Ts¢ = Tsy, + [column 4 — column 8 — column 5]/2.0
From Table 18.3, we note that the solar collector efficiency over the entire day is [81.41/(18.81X10)] =

0.43. The corresponding daily solar fraction =(67.48/75.40) =0.895.

18.1.8 Solar System Sizing Methodology

Sizing of solar systems primarily involves determining the collector area and storage size that are most
cost effective. Standalone and solar-supplemented systems have to be treated separately since the basic
design problem is somewhat different. The interested reader can refer to Gordon (1987) for sizing
standalone systems.

18.1.8.1 Solar-Supplemented Systems
18.1.8.1.1 Production Functions

Because of the annual variation of incident solar radiation, it is not normally economical to size a solar
subsystem such that it provides 100% of the heat demand. Most solar energy systems follow the law of
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diminishing returns. This implies that increasing the size of the solar collector subsystem results in a less
than proportional increase in the annual fuel savings (or alternatively, in the annual solar fraction).

Any model has two types of variables: exogenous and endogenous. The exogenous parameters are also
called the input variables, and these in turn may be of two kinds. Variable exogenous parameters are the
collector area Ac, the collector performance parameters Fyn, and FrUj, the collector tilt, the thermal
storage capacity (Mc,)s, the heat exchanger size, and the control strategies of the solar thermal system.
On the other hand, the climatic data specified by radiation and the ambient temperature, as well as the
end use thermal demand characteristics, are called constrained exogenous parameters because they are
imposed externally and cannot be changed. The endogenous parameters are the output parameters whose
values are to be determined, the annual solar fraction being one of the parameters most often sought.

Figure 18.26 illustrates the law of diminishing results. The annual solar fraction fy is seen to increase
with collector area but at a decreasing rate and at a certain point will reach saturation. Variation of any of
the other exogenous parameters also exhibits a similar trend. The technical relationship between fy and
one or several variable exogenous parameters for a given location is called the yearly production function.

It is only for certain simple types of solar thermal systems that an analytical expression for the
production can be deduced directly from theoretical considerations. The most common approach is to
carry out computer simulations of the particular system (solar plus auxiliary) over the complete year for
several combinations of values of the exogenous parameters. The production function can subsequently
be determined by an empirical curve fit to these discrete sets of points.

Example 18.1.6

Kreider (1979a, 1979b) gives the following expression for the production function of an industrial solar
water heater for a certain location:

FRUL ZOFRnnAC
= / ={035———|In({1+—7—— 18.42
fr = Quy/Qury ( 100FR77n> n( + Quy ( )

where Quy is the thermal energy delivered by the solar thermal system over the year in GJ/y; Qy is the
yearly thermal load demand, also in GJ/y; and FgUy is in W/(m?°C). Note that only certain solar system
exogenous parameters figure explicitly in this expression, thereby implying that other exogenous
parameters (for example, storage volume) have not been varied during the study. As an illustration,

o
oS
)

0.6 1

0.4 1

Annual solar fraction fy
1

20 40 = 60 80 100
Solar collector area A, (m?)

FIGURE 18.26 A typical solar system production function (see Example 18.3.6).

© 2007 by Taylor & Francis Group, LLC



18-38 Energy Conversion

let us assume the following nominal values: Q;y=100 GJ/y, FRUp =2.0 W/ (m*°C), and Fgn,=0.7. For a
1% increase in collector area Ac, the corresponding percentage increase in Quy (called elasticity) can be
determined:

dQuy _ dAc {( Qry ) ( ZOFR”’InAC> ] -
== |[———+1|In[1 +—"~ (18.43)
Quy Ac [\20Fyn,Ac Quy

From this, we obtain the expression for marginal productivity

dQuy _ Quy { ( Quy ) ( ZOFRnnAC):| -
= +1)In{1+——"—= 18.44
dAc Ac [\20Fpm,Ac Quy ( )

Numerical values can be obtained from the preceding expression. Though Quy increases with A, the
marginal productivity of Quy goes on decreasing with increasing Ac, thus illustrating the law of
diminishing returns. A qualitative explanation of this phenomenon is that as Ac increases, the mean
operating temperature level of the collector increases, thus leading to decreasing solar collection rates.
Figure 18.26 illustrates the variation of fy with Ac as given by Equation 18.42 when the preceding
numerical values are used.

The objective of the sizing study in its widest perspective is to determine, for a given specific thermal
end use, the size and configuration of the solar subsystem that results in the most economical operation
of the entire system. This economical optimum can be determined using the production function along
with an appropriate economic analysis. Several authors—for example, Duffie and Beckman (1980) or
Rabl (1985)—have presented fairly rigorous methodologies of economic analysis, but a simple approach
is adequate to illustrate the concepts and for preliminary system sizing.

18.1.8.1.2 Simplified Economic Analysis

It is widely recognized that discounted cash flow analysis is most appropriate for applications such as
sizing an energy system. This analysis takes into account both the initial cost incurred during the
installation of the system and the annual running costs over its entire life span.

The economic objective function for optimal system selection can be expressed in terms of either the
energy cost incurred or the energy savings. These two approaches are basically similar and differ in the
sense that the objective function of the former has to be minimized while that of the latter has to be
maximized. In our analysis, we shall consider the latter approach, which can further be subdivided into
the following two methods:

1. Present worth or life cycle savings, wherein all running costs are discounted to the beginning of the
first year of operation of the system.

2. Annualized life cycle savings, wherein the initial expenditure incurred at the start as well as the
running costs over the life of the installation are expressed as a yearly mean value.

18.1.9 Solar System Design Methods
18.1.9.1 Classification

Design methods may be separated into three generic classes. The simple category, usually associated with
the prefeasibility study phase involves quick manual calculations of solar collector/system performance
and rule-of-thumb engineering estimates. For example, the generalized yearly correlations proposed by
Rabl (1981) and described in Section 18.1.2 could be conveniently used for year-round, more or less
constant loads. The approach is directly valid for open-loop solar systems, while it could also be used for
closed-loop systems if an average collector inlet temperature could be determined. A simple manner of
selecting this temperature T,, for domestic closed-loop multipass systems is to assume the following

© 2007 by Taylor & Francis Group, LLC



Solar Thermal Energy Conversion 18-39

empirical relation:

T = Tonains/3 + (213) Ty (18.45)

where Tj,ins is the average annual supply temperature and T, is the required hot-water temperature
(about 60°C—80°C in most cases).

These manual methods often use general guidelines, graphs, and/or tables for sizing and performance
evaluation. The designer should have a certain amount of knowledge and experience in solar system
design in order to make pertinent assumptions and simplifications regarding the operation of the
particular system.

Mid-level design methods are resorted to during the feasibility phase of a project. The main focus of
this chapter has been toward this level, and a few of these design methods will be presented in this section.
A personal computer is best suited to these design methods because they could be conveniently
programmed to suit the designer’s tastes and purpose (spreadsheet programs, or better still one of the
numerous equation-solver software packages, are most convenient). Alternatively, commercially
available software packages such as f-chart (Beckman, Klein, and Duffie 1977) could also be used for
certain specific system configurations.

Detailed design methods involve performing hourly simulations of the solar system over the entire year
from which accurate optimization of solar collector and other equipment can be performed. Several
simulation programs for active solar energy systems are available, TRNSYS (Klein et al. 1975, 1979)
developed at the University of Wisconsin-Madison being perhaps the best known. This public-domain
software has technical support and is being constantly upgraded. TRNSYS contains simulation models of
numerous subsystem components (solar radiation, solar equipment, loads, mechanical equipment,
controls, etc.) that comprise a solar energy system. A user can conveniently hook up components
representative of a particular solar system to be analyzed and then simulate that system’s performance at a
level of detail that the user selects. Thus TRNSYS provides the design with large flexibility, diversity, and
convenience of usage.

As pointed out by Rabl (1985), the detailed computer simulations approach, though a valuable tool,
has several problems. Judgment is needed both in the selection of the input and in the evaluation of the
output. The very flexibility of big simulation programs has drawbacks. So many variables must be
specified by the user that errors in interpretation or specification are common. Also, learning how to use
the program is a time-consuming task. Because of the numerous system variables to be optimized, the
program may have to be run for numerous sets of combinations, which adds to expense and time. The
inexperienced user can be easily misled by the second-order details while missing first-order effects. For
example, uncertainties in load, solar radiation, and economic variables are usually very large, and long-
term performance simulation results are only accurate to within a certain degree. Nevertheless, detailed
simulation programs, if properly used by experienced designers, can provide valuable information on
system design and optimization aspects at the final stages of a project design.

There are basically three types of mid-level design approaches: the empirical correlation approach, the
analytical approach, and the one-day repetitive methods (described fully in Reddy 1987). We shall
illustrate their use by means of specific applications.

18.1.9.2 Active Space Heating

The solar system configuration for this particular application has become more or less standardized. For
example, for a liquid system, one would use the system shown in Figure 18.27. One of the most widely
used design methods is the f-chart method (Beckman, Klein, and Duffie 1977; Duffie and Beckman
1980), which is applicable for standardized liquid and air heating systems as well as for standardized
domestic hot-water systems. The f-chart method basically involves using a simple algebraic correlation
that has been deduced from numerous TRNSYS simulation runs of these standard solar systems subject
to a wide range of climates and solar system parameters (see Figure 18.28). Correlations were
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FIGURE 18.27 Schematic of the standard space heating liquid system configuration for the f-chart method. (From
Duffie, J. A. and Beckman, W. A., Solar Engineering of Thermal Processes, Wiley Interscience, New York, 1980.)

developed between monthly solar fractions and two easily calculated dimensionless variables X and Y,
where

X = (AcF'RUL(Tret — TDAD/Quy (18.46)
Y = AcF'riogHrN/Qum (18.47)

where

Ac collector area (m?)
F'y collector-heat exchanger heat removal factor (given by Equation 18.29)
U, collector overall loss coefficient (W/(m*C))

At total number of seconds in the month =3600X 24 X N=286,400 X N

3 T T T T T T T T

Liquid systems

Absorbed solar energy
Heating load

fm=03
R MZ —
. %

0 I I I | I I I I
0 4 8 12 16

X= Reference collector loss
Heating load

FIGURE 18.28 The f-chart correlation for liquid system configuration. (From Duffie, J. A. and Beckman, W. A,,
Solar Engineering of Thermal Processes, Wiley Interscience, New York, 1980.)

© 2007 by Taylor & Francis Group, LLC



Solar Thermal Energy Conversion 18-41

T, monthly average ambient temperature (°C)
Trer an empirically derived reference temperature, taken as 100°C
Qrm monthly total heating load for space heating and/or hot water (J)
H; monthly average daily radiation incident on the collector surface per unit area (J/m?)
N number of days in the month

1o monthly average collector optical efficiency

The dimensionless variable X is the ratio of reference collector losses over the entire month to the
monthly total heat load; the variable Y is the ratio of the monthly total solar energy absorbed by the
collectors to the monthly total heat load. It will be noted that the collector area and its performance
parameters are the predominant exogenous variables that appear in these expressions. For changes in
secondary exogenous parameters, the following corrective terms X and Y should be applied for liquid
systems:

1. for changes in storage capacity:

X¢/X = (actual storage capacity/standard storage capacity) % (18.48)

where the standard storage volume is 75 L/m? of collector area.
2. for changes in heat exchanger size:

Yo/Y = 0.39 + 0.65 exp[—(0.139(UA)p/(EL (16, )in))] (18.49)

The monthly solar fraction for liquid space heating can then be determined from the following
empirical correlation:

fu = 1.029Y —0.065X —0.245Y* + 0.0018X* + 0.0215Y° (18.50)

subject to the conditions that 0 <X <15 and 0 <Y <3. This empirical correlation is shown graphically in
Figure 18.28.

A similar correlation has also been proposed for space heating systems using air collectors and pebble-
bed storage. The procedure for exploiting the preceding empirical correlations is as follows. For a
predetermined location, specified by its 12 monthly radiation and ambient temperature values, Equation
18.50 is repeatedly used for each month of the year for a particular set of variable exogenous parameters.
The monthly solar fraction fy; and thence the annual thermal energy delivered by the solar thermal system
are easily deduced. Subsequently, the entire procedure is repeated for different values and combinations
of variable exogenous parameters. Finally, an economic analysis is performed to determine optimal sizes
of various solar system components. Care must be exercised that the exogenous parameters considered
are not outside the range of validity of the f-chart empirical correlations.

Example 18.1.7

(Adapted from Duffie and Beckman 1980). A solar heating system is to be designed for Madison,
Wisconsin (latitude 43°N) using one-cover collectors with Frn,=0.74 and FrUp =4 W/(m*°C). The
collector faces south with a slope of 60° from the horizontal. The average daily radiation on the tilted
surface in January is 12.9 MJ/m?, and the average ambient temperature is —7°C. The heat load is 36 GJ
for space heating and hot water. The collector-heat exchanger correction factor is 0.97 and the ratio of
monthly average to normal incidence optical efficiency is 0.96. Calculate the energy delivered by the solar
system in January if 50 m* of collector area is to be used.
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From Equation 18.46 and Equation 18.47, with Ac=50 m?,

X = 4.0 X0.97[100 — (—7)]31 X 86,400 X 50/(36 X 10°) = 1.54
Y = 0.74 X 0.97 X 0.96 X 12.9 X 10° X 31 X 50/(36 X 10°) = 0.38

From Equation 18.50, the solar fraction for January is fy;=0.26. Thus the useful energy delivered by
the solar system=0.26 X36=9.4 GJ.

In an effort to reduce the tediousness involved in having to perform 12 monthly calculations, two
analogous approaches that enable the annual solar fraction to be determined directly have been
developed by Barley and Winn (1978), Lameiro and Bendt (1978). These involve the computation of a
few site-specific empirical coefficients, thereby rendering the approach less general. For example, the
relative-area method suggested by Barley and Winn enable the designer to directly calculate the annual
solar fraction of the corresponding system using four site-specific empirical coefficients. The approach
involves curve fits to simulation results of the f-chart method for specific locations in order to deduce a
correlation such as:

f=c +cIn(AlAs) (18.51)

where ¢, and ¢, are location-specific parameters that are tabulated for several United States locations, and
Ay s is the collector area corresponding to an annual solar fraction of 0.5 given by

Ags = As(UA)/(F'gmy —F'rULZ) (18.52)

where Ag and Z are two more location specific parameters, UA is the overall heat loss coefficient of the
building, and F'gny and F'y Uy are the corresponding solar collector performance parameters corrected
for the effect of the collector-heat exchanger.

Barley and Winn also proposed a simplified economic life-cycle analysis whereby the optimal collector
area could be determined directly. Another well-known approach is the Solar Load Radio (SLR) method
for sizing residential space heating systems (Hunn 1980).

18.1.9.3 Domestic Water Heating

The f-chart correlation (Equation 18.50) can also be used to predict the monthly solar fraction for
domestic hot-water systems represented by Figure 18.21 provided the water mains temperature T;,ins 1S
between 5 and 20°C and the minimum acceptable hot-water temperature drawn from the storage for end
use (called the set water temperature T,,) is between 50 and 70°C. Further, the dimensionless parameter X
must be corrected by the following ratio

X /X = (11.6 + 1.8T,, + 3.86 Typins — 2.32T,)/(100 — T,) (18.53)

In case the domestic hot-water load is much smaller than the space heat load, it is reccommended that
Equation 18.50 be used without the above correction.

18.1.9.4 Industrial Process Heat

As discussed in “Description of a Typical Closed-Loop System,” two types of solar systems for industrial
process heat are currently used: the closed-loop multipass systems (with an added distinction that the
auxiliary heater may be placed either in series or in parallel (see Figure 18.18 and Figure 18.19) and the
open-loop singlepass system. How such systems can be designed will be described next.
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18.1.9.4.1 Closed-Loop Multipass Systems

Auxiliary Heater in Parallel. The Phibar-f chart method (Klein and Beckman 1979; Duffie and Beckman
1980; Reddy 1987) is a generalization of the f-chart method in the sense that no restrictions need be
imposed on the temperature limits of the heated fluid in the solar thermal system. However, three basic
criteria for the thermal load have to be satisfied for the Phibar-f chart method to be applicable: (i) the
thermal load must be constant and uniform over each day and for at least a month, (ii) the thermal energy
supplied to the load must be above a minimum temperature that completely specifies the temperature
level of operation of the load, and (iii) either there is no conversion efficiency in the load (as in the case of
hot water usage) or the efficiency of conversion is constant (either because the load temperature level is
constant or because the conversion efficiency is independent of the load temperature level). The approach
is strictly applicable to solar systems with the auxiliary heater in parallel (Figure 18.19).

A typical application for the Phibar-f chart method is absorption air-conditioning. The hot water inlet
temperature from the collectors to the generator must be above a minimum temperature level (say, 80°C)
for the system to use solar heat. If the solar fluid temperature is less (even by a small amount), the entire
energy to heat up the water to 80°C is supplied by the auxiliary system.

As a result of continuous interaction between storage and collector in a closed-loop system, the
variation of the storage temperature and hence the fluid inlet temperature to the collectors) over the day
and over the month is undetermined. The Phibar-f chart method implicitly takes this into account and
reduces these temperature fluctuations down to a monthly mean equivalent storage temperature T The
determination of this temperature in conjunction with the daily utilizability approach is the basis of the
design approach.

The basic empirical correlation of the Phibar-f chart method, shown graphically in Figure 18.29, is as
follows:

fu = Y¢ —alexp(bfy) —11[1 —exp(cX)] (18.54)

with 0<X<20 and 0<Y<1.6, and ¢ is the Klein daily utilizability fraction described in “Daily
Utilizability” and given by Equation 18.24. Y is given by Equation 18.47, and X is now slightly different
from Equation 18.46 and is defined as:

X = ACFR ULAt(IOOOC)/QLM (1855)
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FIGURE 18.29 The Phibar-f chart correlation for a storage capacity of 350 kJ/m? and for a 12 h per day thermal
load. (From Duffie, J. A. and Beckman, W. A., Solar Engineering of Thermal Processes, Wiley Interscience, New York,
1980.)
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The values of the constants a, b, and ¢ are given by the following:

1. for an end use load operating between 6 a.m. and 6 p.m. every day of the month,

a = 0.015[(Mc,)s/350 kJ/(m*°C)]*7®  for 175 < [(Mc,)s/Ac] < 1,400 kJ/(m*°C)
(18.56)
and b = 3.85and ¢ = —0.15

2. for an end use load operating 24 h per day over the entire month,
a=0.043 only for[(Mc,)s/Ac] = 350kJ/(m*°C), b = 2.81,and c = —0.18  (18.57)

It will be noted that (Y¢) denotes the maximum solar fraction that would have resulted had Tg;,
the inlet temperature to the collector, been equal to Ty; throughout the month. The term in Equation
18.54 that is subtracted from (Y ) represents the decrease in the solar fraction as a result of T;> Tx;. The
solar fraction computed from Equation 18.54 has to be corrected for the effect of thermal losses from the
storage as well as the presence of the load-heat exchanger, both of which will decrease the solar fraction.
For complete details, refer to Duffie and Beckman (1980) or Reddy (1987). Note that Equation 18.54
needs to be solved for f, in an iterative manner.

Auxiliary Heater in Series. The Phibar-f chart method has also been modified to include solar systems
with the auxiliary heater in series as shown in Figure 18.18. This configuration leads to higher solar
fractions but retrofit to existing systems may be more costly.

In this case, the empirical correlation given by Equation 18.54 has been modified by Braun, Klein, and
Pearson (1983) as follows:

fu = Yo —alexp(bfy) — 11[1 —exp(cX)]exp(—1.9592) (18.58)

with Z=Qq/(C. X 100°C) and (i) when there is no load-heat exchanger, C; is the monthly total load
heat capacitance, which is the product of the monthly total mass of water used and the specific heat
capacity of water, and (ii) when there is a load-heat exchanger present C; =E; X Cy,;i,,, where Ey is the
effectiveness of the load-heat exchanger and C,.,;,, is the monthly total heat capacitance, which is the lesser
of the two fluids rates across the load heat exchanger.

The modified Phibar-f chart is similar to the original method in respect to load uniformity on a day-
to-day basis over the month and in assuming no conversion efficiency. The interested may refer to Braun,
Klein, and Pearson (1983) or Reddy (1987) for complete details.

18.1.9.4.2 Open-Loop Single-Pass Systems

The advantages offered by open-loop single-pass systems over closed-loop multipass systems for meeting
constant loads has been described in “Closed-Loop and Open-Loop Systems.” Because industrial loads
operate during the entire sun-up hours or even for 24 h daily, the simplest solar thermal system is one
with no heat storage (Figure 18.20). A sizable portion (between 25 and 70%) of the daytime thermal load
can be supplied by such systems and consequently, the sizing of such systems will be described below
(Gordon and Rabl 1982). We shall assume that Tp; and Tx; are constant for all hours during system
operation. Because no storage is provided, excess solar energy collection (whenever T¢; > T1;) will have to
be dumped out.

The maximum collector area A, for which energy dumping does not occur at any time of the year can
be found from the following instantaneous heat balance equation:

Py = AcFrllLyany — U(Te; — T))] (18.59)
where Py, the instantaneous thermal heat demand of the load (say, in kW) is given by

b = mLCp(TLi —Txi) (18.60)
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and Fy is the heat removal factor of the collector field when its surface area is Ac. Since A is as yet
unknown, the value of Fy is also undetermined. (Note that though the total fluid flow rate is known, the
flow rate per unit collector area is not known.) Recall that the plate efficiency factor F' for liquid collectors
can be assumed constant and independent of fluid flow rate per unit collector area. Equation 18.59 can be
expressed in terms of critical radiation level I::

Py = AcErn,(Inax — 1) (18.61a)
or
AcErm, = Pl —Ic) (18.61b)
Substituting Equation 18.3 in lieu of Fy and rearranging yields
Ac = —(mye/F'UDIN[1 — PLUL(ly(Imax — )16, (18.62)

If the actual collector area Ac exceeds this value, dumping will occur as soon as the radiation intensity
reaches a value Ip, whose value is determined from the following heat balance:

Py = AcFpna(Ip —I¢) (18.630a)
Hence
Ip = Ic + P /(AcFrny,) (18.63b)

Note that the value of I, decreases with increasing collector area Ac, thereby indicating that increasing
amounts of solar energy will have to be dumped out.

Since the solar thermal system is operational during the entire sunshine hours of the year, the yearly
total energy collected can be directly determined by the Rabl correlation given by Equation 18.26.
Similarly, the yearly total solar energy collected by the solar system which has got to be dumped out is

Qpy = AcFrn,(@ + bIp + CI) (18.64)

The yearly total solar energy delivered to the load is

QUY = QCY - QDY
= AcFna[b(Ic —Ip) + &(I2 — I3)] (18.65)
= —(b + 22Ic)P, —EPE/(AcFrny)
= —(b + 2¢Ic)P, — EPL(AcFrny) (18.66)

Replacing the value of Fy given by Equation 18.3, the annual production function in terms of A is

(18.67)

. cp?
Quy = (b +2¢lc)P, — . FUA
(F,U‘:> (myc,) [1 —exp (—AmLchc>:|

subject to the condition that Ac > Ac. If the thermal load is not needed during all days of the year due to
holidays or maintenance shutdown, the production function can be reduced proportionally. This is
illustrated in the following example.
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Example 18.1.8

Obtain the annual production function of an open-loop solar thermal system without storage that is to
be set up in Boston, Massachusetts according to the following load specifications: industrial hot water
load for 12 h a day (6 a.m.—6 p.m.) and during 290 days a year, mass flow rate m; =0.25 kg/s, required
inlet temperature T1;=60°C. Contaminants are picked up in the load, so that all used water is to be
rejected and fresh water at ambient temperature is taken in. Flat-plate collectors with tilt equal to latitude
with the following parameters are used F'm,=0.75 and F'U  =5.5 W/ (m*C). The latitude of Boston is
42.36°N=0.739 radians. The yearly K=0.45 and T,=10.9°C. Use the following Gordon and Rabl
(1981) correlation:

Qoy/AFrn, = [(5.215 4 6.9731,) + (—5.412 + 4.2931, )L + (1.403 —0.8991, ,)L*]+

[(—18.596 —5.9311,,) + (15.468 + 18.8451, )L + (—0.164 —35.5101,,,)L*] -+
[(—14.601 —3.5701,,) + (13.675 —15.5491, ,)L + (—1.620 + 30.5641,,)L*]I2

From Equation 18.27, Iy, = 1.37 X 0.45 —0.34 = 0.276 kW/m?. The critical radiation level Io=0,
since Tc;=T,. Consequently, Equation 18.26, using the above expression reduces to

Qey/(AcFgm,) = 5.215 + 6.973 X 0.276 + (—5.412 + 4.293 X 0.276)0.739 + (1.403 —0.899
X 0.276)0.739%
= 4.646 GJ/(m?y).

The expression for the dumped out energy is found from Equation 18.64 and the previous expression
by replacing I by Ip:

Qcy dump/(AcFrm,) = 4.646 + [(—18.596 —5.931 X 0.276) + (15.468 + 18.845 X 0.276)0.739+
(—0.164 —35.510 X 0.276)0.739*1I, + [(14.601 —3.57 X 0.276)+
(—13.675 — 15.549 X 0.276)0.739 + (1.620 + 30.564 X 0.276)0.739]I3
= 4.646 —10.40I}, + 5.83I3(GJ/m?y)

The thermal energy demand P; =0.25X4.19(60—10.9) =51.43 kW.
The annual production function is

Quy(365/290) = —(—10.40 + 2 X 0)51.43 — (5.83 X 51.43%)/{(0.75/5.5)(0.25 X 4.19)
[1 —exp[—(5.5 X Ac)/(0.25 X 4190)]1}
or Quy = 424.96 —85.78/[1 — exp(—A/190.45)1(GJly)

Complete details as well as how this approach can be extended to solar systems with storage (see
Figure 18.30) can be found in Rabl (1985), Gordon and Rabl (1986) or Reddy (1987).

18.1.10 Design Recommendations and Costs

18.1.10.1 Design Recommendations

As mentioned earlier, design methods reduce computational effort compared to detailed computer
simulations. Even with this decrease, the problem of optimal system design and sizing remains formidable
because of

a. The presence of several solar thermal system configuration alternatives.
b. The determination of optimal component sizes for a given system.
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FIGURE 18.30 Open-loop solar industrial hot-water system with storage.

c. The presence of certain technical and economic constraints.
d. The choice of proper climatic, technical, and economic input parameters.
e. The need to perform sensitivity analysis of both technical and economic parameters.

For most practical design work, a judicious mix of theoretical expertise and practical acumen is
essential. Proper focus right from the start on the important input variables as well as the restriction of
the normal range of variation would lead to a great decrease in design time and effort several examples of
successful case studies and system design recommendations are described in the published literature (see,
for example, Kutcher et al. 1982).

18.1.10.2 Solar System Costs

How the individual components of the solar system contribute to the total cost can be gauged from
Table 18.4. We note that collectors constitute the major fraction (from 15 to 30%), thus suggesting that
collectors should be selected and sized with great care. Piping costs are next with other collector-related
costs like installation and support structure being also important.

TABLE 18.4 Percentage of Total System Cost by Component

Cost Component Percentage Range
Collectors 15-30
Collector installation 5-10
Collector support structure 5-207
Storage tanks 5-7
Piping and specialties 10-30
Pumps 1-3
Heat exchangers 0-5°
Chiller 5-10
Miscellaneous 2-10
Instrumentation 1-3
Insulation 2-8
Control subsystem 4-9
Electrical 2-6

 Por collectors mounted directly on a tilted roof.

b For systems without heat exchangers.

Source: From Mueller Associates. 1985. Active Solar Thermal Design Manual, funded by
U.S. DOE (no. EG-77-C-01-4042), SERI (XY-2-02046-1) and ASHRAE (project no. 40).
Baltimore, MD.
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18.2 Solar Heat for Industrial Processes

Riccardo Battisti, Hans Schweiger, and Werner Weiss

18.2.1 The Potential for Solar Process Heat

Currently, the widespread use of residential solar thermal energy has focused almost exclusively on
swimming pools, domestic hot water preparation, and space heating, while its use in the service
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sector and in industrial applications is insignificant. On the other hand, the industrial sector
accounts for a large share of the total energy consumption in the OECD (Organization for
Economic Co-operation and Development) countries at approximately 30%, and a significant
portion of industrial heat demand falls within a temperature range compatible with solar
thermal collectors.

As a matter of fact, 30%—50% of the thermal energy needed in commercial and industrial
companies for production processes is below 250°C (Kreider 1979; European Commission 2001).
In this temperature range, the heat demand in the European Union (EU) for industrial processes can
be estimated with about 300 TWh, or 7% of the total energy demand. The total potential for
industrial process heat at below 150°C was estimated to be 202.8 TWh for the 12 countries that
formed the EU in 1994 (Laue and Reichert 1994).

Studies for the application potential for industrial solar thermal systems were carried out in Austria
(Mdller 2004), Germany and Greece (PROCESOL 2000), Italy (IEA 2005), Netherlands (KWA 2001),
Portugal and Spain (European Commission 2001). The potential for solar low temperature heat
ranges between 3% and 4% of the total industrial heat demand in Italy, Spain, Portugal, and Austria.
These studies primarily showed that solar thermal plants can readily provide the required low- and
medium-temperature process heat.

The most promising industrial sectors and processes are shown in Table 18.5, and the distribution
of heat demand by temperature range is shown in Figure 18.31.

Another important result showed by the studies is that the available surface area on factory roofs is
often a limiting factor for the installation of a solar plant for industrial use.

TABLE 18.5 Industrial Sectors and Processes Suitable for Solar Thermal Use

Sector Processes Temperature (°C)
Brewing and malting Wort boiling 100
Bottle washing 60
Drying 90
Cooling 60
Milk Pasteurization 60-85
Sterilization 130-150
Food preservation Pasteurization 110-125
Sterilization <80
Cooking 70-100
Scalding 95-100
Bleaching <90
Meat Washing, sterilization, cleaning <90
Cooking 90-100
Wine and beverage Bottle washing 60-90
Cooling (single effect absorption cooling) 85
Textile Washing, bleaching, dyeing <90
Cooking 140-200
Automobile Paint drying 160-220
Degreasing 35-55
Paper Paper pulp: cooking 170-180
Boiler feed water <90
Bleaching 130-150
Drying 130-160
Tanning Water heating for damp processes 165-180 (steam)
Cork Drying, cork baking 40-155

Source: From European Commission, The Potential of Solar Heat for Industrial Processes, Final report, EC Project, Contract
No. NNE5-1999-0308, 2001, http://www.solarpaces.org. With permission.
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FIGURE 18.31 Distribution of the heat demand by temperature range in some selected companies studied within
the POSHIP project, grouped by industrial sectors. (From European Commission, The Potential of Solar Heat for
Industrial Processes, Final Report, EC Project, Contract No. NNE5-1999-0308, 2001, http://www.aiguasol.com/
poship.htm. With permission.)

18.2.2 Solar Thermal Systems in Industrial Processes: Integration
and Basic Design Guidelines

18.2.2.1 Which Solar Collectors?

For process temperatures up to about 60°C, flat-plate collectors with selective absorbers would be most
appropriate and could be the most economical solution even up to a temperature range of 90°C. For
temperatures above this range, other collector types should be considered: evacuated tubes, high
efficiency flat plate, CPC or line-axis concentrating collectors. In the framework of IEA Task 33/IV,
“Solar Heat for Industrial Processes,” which is carried out within the Solar Heating and Cooling Program
of the IEA, new “medium temperature collectors” (i.e., with operating temperatures between 80 and
250°C) are being developed, including:

e Improved flat-plate collectors
e Stationary low-concentration collectors
e Small parabolic trough collectors

Different collector technologies already available on the market can be used for applications in the
80°C-120°C temperature range. For example, flat-plate collectors with double antireflection glazings and
hermetically sealed collectors with inert-gas fillings, or even a combination of both, reduce collector heat
losses without significantly sacrificing the optical performance. Figure 18.32 shows estimated efficiency
curves of single-, double-, and triple-glazed flat-plate collectors when newly developed antireflection
glazings (AR-glass) are used.

Another solution for medium temperature collectors is to reduce heat losses by concentration by, for
example, using stationary CPC collector without vacuum and with a low concentration factor (in the
range of two).
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FIGURE 18.32 Efficiency curves of a single-, double-, and triple-glazed antireflection collector in comparison with
a standard flat-plate collector with ordinary solar glass. (From IEA., Task 33/IV, Solar Heat for Industrial Processes,
International Energy Agency, 2005.)

Between 150 and 250°C, it is appropriate to consider the parabolic trough collector technology. Much
is known about high-temperature applications (400°C-600°C) using parabolic trough collectors for
electric power production, but adjustments must be made for the medium temperature range. Current
developments involved in Task 33/IV have been carried out in Spain, Austria, and Germany. The first
results showed that parabolic troughs could even be an appropriate alternative for large systems at low
temperatures (about 60°C). It is noteworthy that small parabolic trough are readily available in the
market and are a reliable technology (e.g., in the U.S., some plants have been operating since the early
1990s).

18.2.2.2 Coupling the Solar Thermal System with the Processes

The integration of solar heat into industrial production processes is challenging for both the process
engineer and the solar designer. Existing heating systems based on steam or hot water from boilers are
normally designed for much higher temperatures (150°C-180°C) compared to those that the processes
need (100°C or lower) to keep temperature differences small. On the contrary, the solar thermal system
should always be coupled to the existing heat supply at the lowest possible temperature. Nevertheless, for
fluid preheating, solar heat should be introduced only after preheating by waste heat recovery systems,
and not as an alternative to these systems (Figure 18.33).

Even if the waste heat recovery raises the working temperature in the solar thermal system, the
combination of both systems yields better results than a solar thermal system at lower temperature but
without heat recovery.

Today, one of the most used heat recovery assessment methodologies is the “pinch” analysis. The
discovery of the heat recovery “pinch” was a major breakthrough in the development of design methods
for energy efficient industrial processes. Based on the analysis of hot and cold streams within the process,
the pinch methodology gives fundamental hints about the possibility and the right position of heat
exchangers for waste heat recovery. This allows developing integral solutions for solar thermal energy
applications in given industrial processes. From the point of view of energy, the streams that constitute a
process flow sheet may be classified into two groups: “hot” streams, i.e., streams that must be cooled, and
“cold” streams, i.e., streams that must be heated.
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FIGURE 18.33 Combination of solar thermal system and waste heat recovery. (From European Commission, The
Potential of Solar Heat for Industrial Processes, Final Report, EC Project, Contract No. NNE5-1999-0308, 2001, http://
www.aiguasol.com/poship.htm. With permission.)

When there are a large number of streams, the selection of the best match between these streams is not
obvious. The pinch methodology provides a systematic way to find the optimal solutions for the
implementation of heat recovery techniques.

The solar thermal system may be coupled with the conventional heat supply system in several ways,
including direct coupling to a specific process, preheating of water, and steam generation in the central
system (Figure 18.34).

Steam generation

Direct coupling
to the process

Central steam supply
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| Process| | Process| | Process
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Return water

Feed-up water

Pre-heating of
feed up water

FIGURE 18.34 Coupling the solar thermal system with the conventional heat supply. (From European
Commission, The Potential of Solar Heat for Industrial Processes, Final Report, EC Project, Contract No. NNE5-
1999-0308, 2001, http://www.aiguasol.com/poship.htm. With permission.)
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Whenever possible, a direct coupling of the solar thermal systems to one or several processes is
preferred because the working temperatures are lower. Direct coupling to a process can mainly be carried
out in the following two ways:

e Preheating of a circulating fluid (e.g., feed-up water, return of closed circuits, air preheating). This
solution is feasible if fluid circulation is either continuous or periodic (e.g., periodic replacement
of bath water). If circulation is discontinuous, a storage tank must be introduced. The mean
working temperature of the solar thermal system is lower than the required final process
temperature. The smaller the solar fraction, the lower the mean working temperature. For very
low solar fractions, the mean working temperature may be close to the fluid inlet (or
return) temperature.

e Heating of liquid baths or hot (e.g., drying) chambers. The energy demand is both for heating-up
at the operational start-up, either concentrated in the early morning hours or periodically each
time the used fluid is replaced with fresh fluid, and for maintaining the operating temperature,
which is generally a nearly constant load.

The existing heat exchangers for bath heating generally require steam at temperatures that are too
high for a solar thermal system. The introduction of additional heat exchangers with a larger
exchange area into existing baths is not always possible due to lack of space or other technical
restrictions. In some cases, an external heat exchanger in combination with a circulation pump can
be used.

If the process baths are well-insulated, they can be used for solar heat storage. For example,
maintaining the temperature of the solar thermal system during a weekend without operation can
reduce the heat demand for start-up on Monday morning.

In almost all industries, coupling of a solar thermal system to the central heat supply system is possible.
This can be done either by preheating the feed-up water for the steam boilers (the temperature level rises
with increasing condensate recovery) or by a solar steam generator. The latter is only recommended at
sites with a high level of solar radiation and if concentrating collectors are used.

18.2.2.3 Heat Demand and Storage

Another challenge in applying solar thermal energy to industrial production processes is the time
dependency of the solar energy supply and the heat demand of the processes (Figure 18.35). Very few

Demand profile .
Daily Weekly Storage size
A
Constant daily demand in 3>
sunny hours No storage needed
(7 days/week)
A
Fluctuating daily demand « 1> 20-80 I/m?
in sunny hours (depending on consumption|
(7 days/week) profile)
A
Fluctuating daily demand <3
in sunny hours 80-150 I/m2
(5 days/week)

FIGURE 18.35 Heat storage size depending on daily and weekly heat demand profiles.
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production lines run at constant load throughout the day. Most processes in smaller companies run for
one or two shifts per day and show a batch operation mode.

When the process heat demand is continuous during sunny hours with no weekend breaks, the load is
always higher than the solar gains. Therefore, the solar thermal system can be designed without storage
allowing the solar heat to be fed directly to the process or to the heat supply system. This enables building
lower cost solar thermal systems by eliminating storage related costs.

In case the total weekly demand is constant, but there are strong fluctuations in the daily demand
during operational periods (e.g., demand peaks, short breaks of operation), storage of 20-80 I/m* of
collectors is necessary, depending on the process heat demand profile.

If the daily fluctuations come together with weekend breaks (five days of operation per week), then the
storage size is recommended to be 80—150 1/m?. Weekend storage is generally not recommended for small
systems. The larger the system size, the more effective the heat storage over longer periods (e.g., weekends).
A weekend storage becomes economic for systems with an installed capacity of about 350 kWy,
corresponding to 500 m* or more of collector array.

Storage for longer periods (seasonal storage) can only be considered for very large systems (greater
than 3.5 MWy,), but systems with only seasonal utilization (less than six months of operation a year) are
generally not economically viable.

From the previous considerations, key criteria for the feasibility of a solar process heat plant can be
drawn:

o Temperature level: solar heat at temperatures above 150°C is technically feasible but economically
reasonable only at favorable locations; applications at low temperature (less than 60°C) offer the
best economics

e Continuous or quasicontinuous demand (otherwise storage is needed and plant costs increase)

e Technical possibility of introducing a heat exchanger in the existing equipment or heat supply
circuit for the solar thermal system

The different possible schemes of solar thermal plants for process heat production are summarized in
Figure 18.36. This classification scheme, currently under development and improvement, allows choosing
the most suitable plant scheme depending on key process features (open/closed, collector fluid same as or
different from heat distribution fluid, need for storage). The scheme is divided into three parts: energy
supply (both solar and conventional), heat transfer/storage, and process load. For each column
corresponding to a class of processes, two possibilities are given depending on the heat distribution
medium: water/air or steam. These concepts are currently being developed and tested in
demonstration plants.

18.2.3 Overview of Existing Solar Process Heat Plants

Since the 1980s, several solar thermal systems for industrial applications have been developed and are
currently operating. At present, 84 plants are reported worldwide, with a total installed thermal power of
about 24 MWy, (34,000 m?).

The majority of the operational plants are in the sectors of food and beverage, textile, and transport
(e.g., washing and painting of car components). The main applications differ among countries. In Greece,
for instance, several “solar dairies” are operating, whereas in Germany the most common application is
for car-washing facilities.

Most of the reported plants supply heat at temperature levels between 60 and 100°C and therefore,
standard flat-plate collectors are suitable. As a matter of fact, flat-plate collectors are used in about 65% of
the operational systems. Some plants are working at temperatures above 160°C, whereas there is only one
project operating in the intermediate range from 100 to 160°C. Analysis of the reported plants reveals that
they appear to encompass a broad range of working temperatures, but with no significant correlation
with the solar field size. Figure 18.37 through Figure 18.40 show some examples of solar industrial process
heat plants.
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FIGURE 18.36 Systematic of systems concepts. (From IEA., Task 33/IV; Solar Heat for Industrial Processes, International Energy Agency, 2005.)
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FIGURE 18.37 El NASR Pharmaceutical Chemicals, Egypt. Installed capacity: 1.33 MWy,. (From Fichtner Solar
GmbH, Germany. With permission.)

FIGURE 18.38 Alpino SA, dairy industry, Greece. Installed capacity: 518 kWy,. (From Alpino SA, Greece. With
permission.)
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FIGURE 18.39 Wine cooling and bottle washing, Austria. Installed capacity: 70 kWy,. (From S.0.L.I.D. GmbH,
Austria. With permission.)

FIGURE 18.40 Parking service Castellbisbal SA, container washing, Spain. Installed capacity: 357 kWy,. (From
Aiguasol Engineering, Spain. With permission.)
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18.3 Passive Solar Heating, Cooling, and Daylighting

Jeffrey H. Morehouse

18.3.1 Introduction

Passive systems are defined, quite generally, as systems in which the thermal energy flow is by
natural means: by conduction, radiation, and natural convection. A passive heating system is one in
which the sun’s radiant energy is converted to heat upon absorption by the building. The absorbed
heat can be transferred to thermal storage by natural means or used to directly heat the building.
Passive cooling systems use natural energy flows to transfer heat to the environmental sinks: the
ground, air, and sky.

If one of the major heat transfer paths employs a pump or fan to force flow of a heat transfer fluid,
then the system is referred to as having an active component or subsystem. Hybrid systems—either for
heating or cooling—are ones in which there are both passive and active energy flows. The use of the
sun’s radiant energy for the natural illumination of a building’s interior spaces is called daylighting.
Daylighting design approaches use both solar beam radiation (referred to as sunlight) and the diffuse
radiation scattered by the atmosphere (referred to as skylight) as sources for interior lighting, with
historical design emphasis on utilizing skylight.

18.3.1.1 Distinction Between a Passive System and Energy Conservation

A distinction is made between energy conservation techniques and passive solar measures. Energy
conservation features are designed to reduce the heating and cooling energy required to thermally
condition a building: the use of insulation to reduce either heating and cooling loads, and the use of
window shading or window placement to reduce solar gains, reducing summer cooling loads. Passive
features are designed to increase the use of solar energy to meet heating and lighting loads, plus the
use of ambient “coolth” for cooling. For example, window placement to enhance solar gains to meet
winter heating loads and/or to provide daylighting is passive solar use, and the use of a thermal
chimney to draw air through the building to provide cooling is also a passive cooling feature.
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18.3.1.2 Key Elements of Economic Consideration

The distinction between passive systems, active systems, or energy conservation is not critical for economic
calculations, as they are the same in all cases: a trade-off between the life-cycle cost of the energy saved
(performance) and the life-cycle cost of the initial investment, operating, and maintenance costs (cost).

18.3.1.2.1 Performance: Net Energy Savings

The key performance parameter to be determined is the net annual energy saved by the installation of the
passive system. The basis for calculating the economics of any solar energy system is to compare it against
a “normal” building; thus, the actual difference in the annual cost of fuel is the difference in auxiliary
energy that would be used with and without solar. Therefore, the energy saved rather than energy
delivered, energy collected, useful energy, or some other energy measure, must be determined.

18.3.1.2.2 Cost: Over and Above “Normal” Construction

The other significant part of the economic trade-off involves determining the difference between the cost
of construction of the passive building and of the “normal” building against which it is to be compared.
The convention, adopted from the economics used for active solar systems, is to define a “solar add-on
cost.” Again, this may be a difficult definition in the case of passive designs because the building can be
significantly altered compared to typical construction since, in many cases, it is not just a one-to-one
replacement of a wall with a different wall, but it is more complex and involves assumptions and
simulations concerning the “normal” building.

18.3.1.2.3 General System Application Status and Costs

Almost 500,000 buildings in the U.S. were constructed or retrofitted with passive features in the 20 years
after 1980. Passive heating applications are primarily in single-family dwellings and secondarily in small
commercial buildings. Daylighting features that reduce lighting loads and the associated cooling loads are
usually more appropriate for large office buildings.

A typical passive heating design in a favorable climate might supply up to one-third of a home’s
original load at a cost of $5 to $10 per million Btu net energy saved. An appropriately designed
daylighting system can supply lighting at a cost of 2.5-5 ¢ per kWh (Larson, Vignola, and West 1992a,
1992b, 1992¢).

18.3.2 Solar Thermosyphon Water Heating

Solar hot-water heating systems are composed of a collector and a storage tank. When the flow between
the collector and tank is by natural circulation, these passive solar hot-water systems are referred to as
thermosyphon systems. This ability of thermosyphon systems to heat water without an externally powered
pump has spurred its use in both regions where power is unavailable and where power is very expensive.

18.3.2.1 Thermosyphon Concept

The natural tendency of a less dense fluid to rise above a more dense fluid can be used in a simple solar
water heater to cause fluid motion through a collector. The density difference is created within the solar
collector where heat is added to increase the temperature and decrease the density of the liquid. This
collection concept is called a thermosyphon, and Figure 18.41 schematically illustrates the major
components of such a system.

The flow pressure drop in the fluid loop (APg;ow) must equal the buoyant force “pressure difference”
(APgyoyant) caused by the differing densities in the “hot” and “cold” legs of the fluid loop:

APpow = 4APpyoyant
L

= Psror&H — Jp(x)g dx + poug(H—1L)|,
(0]

(18.68)

© 2007 by Taylor & Francis Group, LLC



Solar Thermal Energy Conversion 18-61

Safety valve Hot-water to building

Immersion heater
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Solar collector
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A

Cold-water from
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Hot-water tank
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FIGURE 18.41 Schematic diagram of thermosyphon loop used in a natural circulation, service water-heating system.
The flow pressure drop in the fluid loop must equal the bouyant force “pressure” [ [ gp (x)dx — psor&L] where p(x) is the
local collector fluid density and py, is the tank fluid density, assumed uniform.°

where H is the height of the “legs,” L is the height of the collector (see Figure 18.41), p(x) is the local
collector fluid density,pg,, is the tank fluid density, andp,y, is the collector outlet fluid density; the
latter two densities are assumed to be uniform. The flow pressure term, APgow, is related to the
flow loop system headloss that is in turn directly connected to friction and fitting losses and the loop
flow rate:

APy ow = 95 p d(hy), (18.69)
LOOP

where h; = KV?, with K being the sum of the component loss “velocity” factors (see any fluid mechanics
text), and V is the flow velocity.

18.3.2.2 Thermo-Fluid System Design Considerations

Because the driving force in a thermosyphon system is only a small density difference and not a pump,
larger than normal plumbing fixtures must be used to reduce pipe friction losses. In general, one pipe size
larger than would be used with a pump system is satisfactory. Under no conditions should piping smaller
than 1/2-in (12-mm) national pipe thread (NPT) be used. Most commercial thermosyphons use 1-in
(25-mm) NPT pipe. The flow rate through a thermosyphon system is about 1 gal/ft.> h (40 L/m* h) in
bright sun, based on collector area.

Because the hot-water system loads vary little during a year, the best angle to tilt the collector is that
equal to the local latitude. The temperature difference between the collector inlet water and the collector
outlet water is usually 15-20°F (8-11°C) during the middle of a sunny day (Close 1962). After sunset, a
thermosyphon system can reverse its flow direction and lose heat to the environment during the night. To
avoid reverse flow, the top header of the absorber should be at least 1 ft. (30 cm) below the cold leg fitting
on the storage tank, as shown.

To provide heat during long cloudy periods, an electrical immersion heater can be used as a backup for
the solar system. The immersion heater is located near the top of the tank to enhance stratification and so
that the heated fluid is at the required delivery temperature at the delivery point. Tank stratification is
desirable in a thermosyphon to maintain flow rates as high as possible. Insulation must be applied over

© 2007 by Taylor & Francis Group, LLC



18-62 Energy Conversion

Hot water 2 Barrier

Cold water

FIGURE 18.42 Passive solar water heaters; (a) compact model using combined collector and storage, (b) section
view of the compact model, and (c) tank and collector assembly.

the entire tank surface to control heat loss. Figure 18.42 illustrates two common thermosyphon
system designs.

Several features inherent in the thermosyphon design limit its utility. If it is to be operated in a freezing
climate, a nonfreezing fluid must be used, which in turn requires a heat exchanger between collector and
potable water storage. (If potable water is not required, the collector can be drained during cold periods
instead.) Heat exchangers of either the shell-and-tube type or the immersion-coil type require higher
flow rates for efficient operation than a thermosyphon can provide. Therefore, the thermosyphon is
generally limited to nonfreezing climates. A further restriction on thermosyphon use is the requirement
for an elevated tank. In many cases structural or architectural constraints prohibit raised-tank locations.
In residences, collectors are normally mounted on the roof, and tanks mounted above the high point of
the collector can easily become the highest point in a building. Practical considerations often do not
permit this application.

Example 18.3.1

Determine the “pressure difference” available for a thermosyphon system with 1-m high collector
and 2-m high “legs.” The water temperature input to the collector is 25°C and the collector
outputtemperature is 35°C. If the overall system loss velocity factor (K) is 15.6, estimate the system
flow velocity.

Solution. Equation 18.68 is used to calculate the pressure difference, with the water densities being found
from the temperatures (in steam tables):

Paor(25°C) = 997.009 kg/m’;
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Pout(35°C) = 994.036 kg/m’;
pcoll.ave.(SOOC) = 996.016 kg/m3

(note: average collector temperature used in “temperature”) and with H=2 m and L=1m,

APpuoyant = (997.009)9.81(2) —[(996.016)9.81(1) + (994.036)9.81(1)]
= 38.9 N/m?(Pa).

The system flow velocity is estimated from the “system K” given, the pressure difference calculated above,
taking the average density of the water around the loop (at 30°C), and substituting into Equation 18.69:

APBUOYANT = (ploop.ave)(hL)loop = (ploop.ave)KVZ,

V2 = 38.9/(996.016)(15.6),

V = 0.05 m/s.

18.3.3 Passive Solar Heating Design Fundamentals

Passive heating systems contain the five basic components of all solar systems, as described in the
previous chapter on Active Solar Systems. Typical passive realizations of these components are:

1. Collector: windows, walls and floors

2. Storage: walls and floors, large interior masses (often these are integrated with the collector
absorption function)

3. Distribution system: radiation, free convection, simple circulation fans

4. Controls: moveable window insulation, vents both to other inside spaces or to ambient

5. Backup system: any nonsolar heating system

The design of passive systems requires the strategic placement of windows, storage masses, and the
occupied spaces themselves. The fundamental principles of solar radiation geometry and availability are
instrumental in the proper location and sizing of the system’s “collectors” (windows). Storage devices
are usually more massive than those used in active systems and are frequently an integral part of the
collection and distribution system.

18.3.3.1 Types of Passive Heating Systems

A commonly used method of cataloging the various passive system concepts is to distinguish three
general categories: direct, indirect, and isolated gain. Most of the physical configurations of passive
heating systems are seen to fit within one of these three categories.

For direct gain (Figure 18.43), sunlight enters the heated space and is converted to heat at absorbing
surfaces. This heat is then distributed throughout the space and to the various enclosing surfaces and
room contents.

For indirect gain category systems, sunlight is absorbed and stored by a mass interposed between the
glazing and the conditioned space. The conditioned space is partially enclosed and bounded by this
thermal storage mass, so a natural thermal coupling is achieved. Examples of the indirect approach are
the thermal storage wall, the thermal storage roof, and the northerly room of an attached sunspace.

In the thermal storage wall (Figure 18.44), sunlight penetrates the glazing and is absorbed and
converted to heat at a wall surface interposed between the glazing and the heated space. The wall is usually
masonry (Trombe wall) or containers filled with water (water wall), although it might contain phase-
change material. The attached sunspace (Figure 18.45) is actually a two-zone combination of direct gain
and thermal storage wall. Sunlight enters and heats a direct gain southerly “sunspace” and also heats a
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FIGURE 18.43 Direct gain.

mass wall separating the northerly buffered space, which is heated indirectly. The “sunspace” is frequently
used as a greenhouse, in which case, the system is called an “attached greenhouse.” The thermal storage
roof (Figure 18.46) is similar to the thermal storage wall except that the interposed thermal storage mass
is located on the building roof.

The isolated gain category concept is an indirect system, except that there is a distinct thermal
separation (by means of either insulation or physical separation) between the thermal storage and the
heated space. The convective (thermosyphon) loop, as depicted in Figure 18.41, is in this category and,
while often used to heat domestic water, is also used for building heating. It is most akin to conventional
active systems in that there is a separate collector and separate thermal storage. The thermal storage wall,
thermal storage roof, and attached sunspace approaches can also be made into isolated systems by
insulating between the thermal storage and the heated space.

18.3.3.2 Fundamental Concepts for Passive Heating Design

Figure 18.47 is an equivalent thermal circuit for the building illustrated in Figure 18.44, the Trombe wall-
type system. For the heat transfer analysis of the building, three temperature nodes can be identified:
room temperature, storage wall temperature, and the ambient temperature. The circuit responds to

N

X XXX XXX

FIGURE 18.44 Thermal storage wall.
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N
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FIGURE 18.45 Attached sunspace.

climatic variables represented by a current injection I (solar radiation) and by the ambient temperature
T,. The storage temperature, Ty, and room temperature, T,, are determined by current flows in the
equivalent circuit. By using seasonal and annual climatic data, the performance of a passive structure can
be simulated and the results of many such simulations correlated to give the design approaches
described below.

18.3.3.3 Passive Design Approaches

Design of a passive heating system involves selection and sizing of the passive feature type(s),
determination of thermal performance, and cost estimation. Ideally, a cost/performance optimization
would be performed by the designer. Owner and architect ideas usually establish the passive feature type,
with general size and cost estimation available. However, the thermal performance of a passive heating
system has to be calculated.

There are several “levels” of methods that can be used to estimate the thermal performance of passive
designs. First-level methods involve a rule of thumb and/or generalized calculation to get a starting
estimate for size and/or annual performance. A second-level method involves climate, building, and
passive system details, which allow annual performance determination, plus some sensitivity to passive
system design changes. Third-level methods involve periodic calculations (hourly, monthly) of
performance and permit more detailed variations of climatic, building, and passive solar system
design parameters.

These three levels of design methods have a common basis in that they all are derived from correlations
of a multitude of computer simulations of passive systems (PSDH 1980, 1984). As a result, a similar set of
defined terms is used in many passive design approaches:

e A, solar projected area, m” (ft.%): the net south-facing passive solar glazing area projected onto a
vertical plane

N

X X
X X
X X
X X
X X

FIGURE 18.46 Thermal storage roof.
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FIGURE 18.47 Equivalent thermal circuit for passively heated solar building in Figure 18.44.

e NLC, net building load coefficient, kJ]/CDD (Btu/FDD): net load of the nonsolar portion of the
building per degree day of indoor-outdoor temperature difference. The CDD and FDD terms
refer to Celsius and Fahrenheit degree days, respectively

® Qo net reference load, Wh (Btu): heat loss from nonsolar portion of building as calculated by

Quet = NLC X (Number of degree days). (18.70)

e LCR, load collector ratio, kJ/m* CDD (Btu/ft.> FDD): ratio of NLC to Ap,

LCR = NLC/A, (18.71)

e SSE solar savings fraction, %: percentage reduction in required auxiliary heating relative to net
reference load,

__Auxiliary heat required (Q,yx)

SSF =1 18.72
Net reference load (Q,;) ( )

Therefore, using Equation 18.70, the auxiliary heat required, Q,y, is given by
Qaux = (1 =SSF) X NLC X (Number of degree days). (18.73)

The amount of auxiliary heat required is often a basis of comparison between possible solar designs as
well as being the basis for determining building energy operating costs. Thus, many of the passive design
methods are based on determining SSF, NLC, and the number of degree days in order to calculate the
auxiliary heat required for a particular passive system by using Equation 18.73.

18.3.3.4 The First Level: Generalized Methods

A first estimate or starting value is needed to begin the overall passive system design process. Generalized
methods and rules of thumb have been developed to generate initial values for solar aperture size, storage
size, solar savings fraction, auxiliary heat required, and other size and performance characteristics. The
following rules of thumb are meant to be used with the defined terms presented above.
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18.3.3.5 Load

A rule of thumb used in conventional building design is that a design heating load of 120-160 k]J/CDD
per m* of floor area (6-8 Btu/FDD ft.) is considered an energy conservative design. Reducing these non-
solar values by 20% to solarize the proposed south-facing solar wall gives rule-of-thumb NLC values per
unit of floor area:

NLC/Floor area = 100-130 kJ/CDD m? (4.8-6.4 Btu/FDD ft.%). (18.74)

18.3.3.6 Solar Savings Fraction

A method of getting starting-point values for the solar savings fraction is presented in Figure 18.48
(PSDH 1984). The map values represent optimum SSF (in percent) for a particular set of conservation
and passive-solar costs for different climates across the United States. With the Q,; generated from the
NLC rule of thumb (see above) and the SSF read from the map, the Q, can be determined.

18.3.3.7 Load Collector Ratio (LCR)

The A, can be determined using the NLC from above if the LCR is known. The rule of thumb associated
with “good” values of LCR (PSDH 1984) differs depending on whether the design is for a “cold” or
“warm” climate:

For cold climate : 410 kJ/m? CDD (20 Btu/ft.2 FDD)
"Good" LCR = (18.75)
For warm climate : 610 kJ/m* CDD (30 Btu/ft.> FDD)

18.3.3.8 Storage

Rules of thumb for thermal mass storage relate storage material total heat capacity to the solar projected
area (PSDH 1984). The use of the storage mass is to provide for heating on cloudy days and to regulate
sunny day room air temperature swing. When the thermal mass directly absorbs the solar radiation, each

FIGURE 18.48 Starting-point values of solar savings fraction (SSF) in percent. (From PSDH, Passive Solar Design
Handbook. Part One: Total Environmental Action, Inc., Part Two: Los Alamos Scientific Laboratory, Part Three:
Los Alamos National Laboratory. Van Nostrand Reinhold, New York, 1984.)
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square meter of the projected glazing area requires enough mass to store 613 kJ/°C. If the storage material
is not in direct sunlight, but heated from room air only, then four times as much mass is needed. In a
room with a directly sunlight-heated storage mass, the room air temperature swing will be approximately
one-half the storage mass temperature swing. For room air heated storage, the air temperature swing is
twice that of the storage mass.

Example 18.3.2

A Denver, Colorado, building is to have a floor area of 195 m? (2100 £t.?). Determine rule-of-thumb size
and performance characteristics.

Solution. From Equation 18.72, the NLC is estimated as

NLC = (115 kJ/CDD m?) X (195 m?)
= 22,400 kJ/CDD (11, 800 Btu/FDD).

Using the “cold” LCR value and Equation 18.71, the passive solar projected area is

A, = NLC/LCR = (22,400 kJ/CDD)/(410 kJ/m? CDD)
= 54.7 m?(588 ft.)

Locating Denver on the map of Figure 18.48 gives an SSF value in the 70%-80% range (use 75%). An
annual °C-degree-day value can be found in city climate tables (PSDH 1984; NCDC 1992), and is 3491
CDD (6283 FDD) for Denver. Thus, the auxiliary heat required, Q,,y, is found using Equation 18.73:

Quux = (1 —0.75)(22,400 kJ/CDD)(3491 CDD)
= 19,600 MJ (18.5 X 10° Btu) annually.
The thermal storage can be sized using directly solar-heated and/or room air heated mass by using

the projected area. Assuming brick with a specific heat capacity of 840 J/kg°C, the storage mass is
found by

A, X (613 KJ/C) = m X (840 J/kg°C);
mg = 40,000 kg (88,000 Ibm) [Direct sun]
or m, = 160,000 kg (351,000 Ibm) [Air heated]
A more location-dependent set of rules of thumb is presented in PSDH (1980). The first rule of thumb

relates solar projected area as a percentage of floor area to solar savings fraction, with and without night
insulation of the solar glazing:

“A solar projected area of (B1)% to (B2)% of the floor area can be expected to produce a SSF in
(location) of (S1)% to (S2)%, or, if R9 night insulation is used, of (53)% to (S4)%.”

The values of B1, B2, S1, S2, S3 and S4 are found using Table 18.6 for the location. The thermal storage
mass rule of thumb is again related to the solar projected area:

“A thermal storage wall should have 14 kg X SSF (%) of water or 71 kg X SSF (%) of masonry for each
square meter of solar projected area. For a direct gain space, the mass above should be used with a
surface area of at least three times the solar projected area, and masonry no thicker than 10-15 cm. If
the mass is located in back rooms, then four times the above mass is needed.”
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TABLE 18.6 Values to Be Used in the Glazing Area and SSF Relations Rules of Thumb
City Bl B2 S1 S2 S3 S4
Birmingham, Alabama 0.09 0.18 22 37 34 58
Mobile, Alabama 0.06 0.12 26 44 34 60
Montgomery, Alabama 0.07 0.15 24 41 34 59
Phoenix, Arizona 0.06 0.12 37 60 48 75
Prescott, Arizona 0.10 0.20 29 48 44 72
Tucson, Arizona 0.06 0.12 35 57 45 73
Winslow, Arizona 0.12 0.24 30 47 48 74
Yuma, Arizona 0.04 0.09 43 66 51 78
Fort Smith, Arkansas 0.10 0.20 24 39 38 64
Little Rock, Arkansas 0.10 0.19 23 38 37 62
Bakersfield, California 0.08 0.15 31 50 42 67
Baggett, California 0.07 0.15 35 56 46 73
Fresno, California 0.09 0.17 29 46 41 65
Long Beach, California 0.05 0.10 35 58 44 72
Los Angeles, California 0.05 0.09 36 58 44 72
Mount Shasta, California 0.11 0.21 24 38 42 67
Needles, California 0.06 0.12 39 61 49 76
Oakland, California 0.07 0.15 35 55 46 72
Red Bluff, California 0.09 0.18 29 46 41 65
Sacramento, California 0.09 0.18 29 47 41 66
San Diego, California 0.04 0.09 37 61 46 74
San Francisco, California 0.06 0.13 34 54 45 71
Santa Maria, California 0.05 0.11 31 53 42 69
Colorado Springs, Colorado 0.12 0.24 27 42 47 74
Denver, Colorado 0.12 0.23 27 43 47 74
Eagle, Colorado 0.14 0.29 25 35 53 77
Grand Junction, Colorado 0.13 0.27 29 43 50 76
Pueblo, Colorado 0.11 0.23 29 45 48 75
Hartford, Connecticut 0.17 0.35 14 19 40 64
Wilmington, Delaware 0.15 0.29 19 30 39 63
Washington, District Of Columbia 0.12 0.23 18 28 37 61
Apalachicola, Florida 0.05 0.10 28 47 36 61
Daytona Beach, Florida 0.04 0.08 30 51 36 63
Jacksonville, Florida 0.05 0.09 27 47 35 62
Miami, Florida 0.01 0.02 27 48 31 54
Orlando, Florida 0.03 0.06 30 52 37 63
Tallahassee, Florida 0.05 0.11 26 45 35 60
Tampa, Florida 0.03 0.06 30 52 36 63
West Palm Beach, Florida 0.01 0.03 30 51 34 59
Atlanta, Georgia 0.06 0.17 22 36 34 58
Augusta, Georgia 0.06 0.16 24 40 35 60
Macon, Georgia 0.07 0.15 25 41 35 59
Savannah, Georgia 0.06 0.13 25 43 35 60
Boise, Idaho 0.14 0.28 27 38 48 71
Lewiston, Idaho 0.15 0.29 22 29 44 65
Pocatello, Idaho 0.13 0.26 25 35 51 74
Chicago, Illinois 0.17 0.35 17 23 43 67
Moline, Illinois 0.20 0.39 17 22 46 70
Springfield, Illinois 0.15 0.30 19 26 42 67
Evansville, Indiana 0.14 0.27 19 29 37 61
Fort Wayne, Indiana 0.16 0.33 13 17 37 60
Indianapolis, Indiana 0.14 0.28 15 21 37 60
South Bend, Indiana 0.18 0.35 12 15 39 61
Burlington, Iowa 0.18 0.36 20 27 47 71
Des Moines, lowa 0.21 0.43 19 25 58 75
(continued)
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City Bl B2 S1 S2 S3 S4

Mason City, Iowa 0.22 0.44 18 19 56 79
Sioux City, Iowa 0.23 0.46 20 24 53 76
Dodge City, Kansas 0.12 0.23 27 42 46 73
Goodland, Kansas 0.13 0.27 26 39 47 74
Topeka, Kansas 0.14 0.26 24 35 45 71
Wichita, Kansas 0.14 0.26 26 41 45 72
Lexington, Kentucky 0.13 0.27 17 26 35 58
Louisville, Kentucky 0.13 0.27 18 27 35 59
Baton Rouge, Louisiana 0.06 0.12 26 43 34 59
Lake Charles, Louisiana 0.06 0.11 24 41 32 57
New Orleans, Louisiana 0.05 0.11 27 46 35 61
Shreveport, Louisiana 0.08 0.15 26 43 36 61
Caribou, Maine 0.25 0.30 NR NR 53 74
Portland, Maine 0.17 0.34 14 17 45 69
Baltimore, Maryland 0.14 0.27 19 30 38 62
Boston, Massachusetts 0.15 0.29 17 25 40 64
Alpena, Michigan 0.21 0.42 NR NR 47 69
Detroit, Michigan 0.17 0.34 13 17 39 61
Flint, Michigan 0.15 0.31 11 12 40 62
Grand Rapids, Michigan 0.19 0.38 12 13 39 61
Sault Ste. Marie, Michigan 0.25 0.50 NR NR 50 70
Traverse City, Michigan 0.18 0.36 NR NR 42 62
Duluth, Minnesota 0.25 0.50 NR NR 50 70
International Falls, Minnesota 0.25 0.50 NR NR 47 66
Minneapolis-St. Paul, Minnesota 0.25 0.50 NR NR 55 76
Rochester, Minnesota 0.24 0.49 NR NR 54 76
Jackson, Mississippi 0.06 0.15 24 48 34 59
Meridian, Mississippi 0.08 0.15 23 39 34 58
Columbia, Missouri 0.13 0.26 20 30 41 66
Kansas City, Missouri 0.14 0.29 22 32 44 70
Saint Louis, Missouri 0.15 0.29 21 33 41 65
Springfield, Missouri 0.13 0.26 22 34 40 65
Billings, Montana 0.16 0.32 24 31 53 76
Cut Bank, Montana 0.24 0.49 22 23 62 81
Dillon, Montana 0.16 0.32 24 32 54 77
Glasgow, Montana 0.25 0.50 NR NR 55 75
Great Falls, Montana 0.18 0.37 23 26 56 77
Helena, Montana 0.20 0.39 21 25 55 77
Lewistown, Montana 0.19 0.38 21 25 54 76
Miles City, Montana 0.23 0.47 21 23 60 80
Missoula, Montana 0.18 0.36 15 16 47 68
Grand Island, Nebraska 0.18 0.36 24 33 51 76
North Omaha, Nebraska 0.20 0.48 21 29 51 76
North Platte, Nebraska 0.17 0.34 25 36 50 76
Scottsbluff, Nebraska 0.16 0.31 24 36 49 74
Elko, Nevada 0.12 0.25 27 39 52 76
Ely, Nevada 0.12 0.23 27 41 50 77
Las Vegas, Nevada 0.09 0.18 35 56 48 75
Lovelock, Nevada 0.13 0.25 32 48 53 78
Reno, Nevada 0.11 0.22 31 48 49 76
Tonopah, Nevada 0.11 0.23 31 48 51 77
Winnemucca, Nevada 0.13 0.26 28 42 49 75
Concord, New Hampshire 0.17 0.34 13 15 45 68
Newark, New Jersey 0.13 0.25 19 29 39 64
Albuquerque, New Mexico 0.11 0.22 29 47 46 73
(continued)
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City Bl B2 S1 s2 $3 s4
Clayton, New Mexico 0.10 0.20 28 45 45 73
Farmington, New Mexico 0.12 0.24 29 45 49 76
Los Alamos, New Mexico 0.11 0.22 25 40 44 72
Roswell, New Mexico 0.10 0.19 30 49 45 73
Truth or Consequences, New Mexico 0.09 0.17 32 51 46 73
Tucumcari, New Mexico 0.10 0.20 30 48 45 73
Zuni, New Mexico 0.11 0.21 27 43 45 73
Albany, New York 0.21 0.41 13 15 43 66
Binghamton, New York 0.15 0.30 NR NR 35 56
Buffalo, New York 0.19 0.37 NR NR 36 57
Massena, New York 0.25 0.50 NR NR 50 71
New York (Central Park), New York 0.15 0.30 16 25 36 59
Rochester, New York 0.18 0.37 NR NR 37 58
Syracuse, New York 0.19 0.38 NR NR 37 59
Asheville, North Carolina 0.10 0.20 21 35 36 61
Cape Hatteras, North Carolina 0.09 0.17 24 40 36 60
Charlotte, North Carolina 0.08 0.17 23 38 36 60
Greensboro, North Carolina 0.10 0.20 23 37 37 63
Raleigh-Durham, North Carolina 0.09 0.19 22 37 36 61
Bismarck, North Dakota 0.25 0.50 NR NR 56 77
Fargo, North Dakota 0.25 0.50 NR NR 51 72
Minot, North Dakota 0.25 0.50 NR NR 52 72
Akron-Canton, Ohio 0.15 0.31 12 16 35 57
Cincinnati, Ohio 0.12 0.24 15 23 35 57
Cleveland, Ohio 0.15 0.31 11 14 34 55
Columbus, Ohio 0.14 0.28 13 18 35 57
Dayton, Ohio 0.14 0.28 14 20 36 59
Toledo, Ohio 0.17 0.34 13 17 38 61
Youngstown, Ohio 0.16 0.32 NR NR 34 54
Oklahoma City, Oklahoma 0.11 0.22 25 41 41 67
Tulsa, Oklahoma 0.11 0.22 24 38 40 65
Astoria, Oregon 0.09 0.19 21 34 37 60
Burns, Oregon 0.13 0.25 23 32 47 71
Medford, Oregon 0.12 0.24 21 32 38 60
North Bend, Oregon 0.09 0.17 25 42 38 64
Pendleton, Oregon 0.14 0.27 22 30 43 64
Portland, Oregon 0.13 0.26 21 31 38 60
Redmond, Oregon 0.13 0.27 26 38 47 71
Salem, Oregon 0.12 0.24 21 32 37 59
Allentown, Pennsylvania 0.15 0.29 16 24 39 63
Erie, Pennsylvania 0.17 0.34 NR NR 35 55
Harrisburg, Pennsylvania 0.13 0.26 17 26 38 62
Philadelphia, Pennsylvania 0.15 0.29 19 29 38 62
Pittsburgh, Pennsylvania 0.14 0.28 12 16 33 55
Wilkes-Barre-Scranton, Pennsylvania 0.16 0.32 13 18 37 60
Providence, Rhode Island 0.15 0.30 17 24 40 64
Charleston, South Carolina 0.07 0.14 25 41 34 59
Columbia, South Carolina 0.08 0.17 25 41 36 61
Greenville-Spartanburg, South 0.08 0.17 23 38 36 60
Carolina
Huron, South Dakota 0.25 0.50 NR NR 58 79
Pierre, South Dakota 0.22 0.43 21 23 58 80
Rapid City, South Dakota 0.15 0.30 23 32 51 76
Sioux Falls, South Dakota 0.22 0.45 18 19 57 79
Chattanooga, Tennessee 0.09 0.19 19 32 33 56
Knoxville, Tennessee 0.09 0.18 20 33 33 56
(continued)
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City Bl B2 S1 S2 S3 S4
Memphis, Tennessee 0.09 0.19 22 36 36 60
Nashville, Tennessee 0.10 0.21 19 30 33 55
Abilene, Texas 0.09 0.18 29 47 41 68
Amarillo, Texas 0.11 0.22 29 46 45 72
Austin, Texas 0.06 0.13 27 46 37 63
Brownsville, Texas 0.03 0.06 27 46 32 57
Corpus Christi, Texas 0.05 0.09 29 49 36 63
Dallas, Texas 0.08 0.17 27 44 38 64
Del Rio, Texas 0.06 0.12 30 50 39 66
El Paso, Texas 0.09 0.17 32 53 45 72
Forth Worth, Texas 0.09 0.17 26 44 38 64
Houston, Texas 0.06 0.11 25 43 34 59
Laredo, Texas 0.05 0.09 31 52 39 64
Lubbock, Texas 0.09 0.19 30 49 44 72
Lufkin, Texas 0.07 0.14 26 43 35 61
Midland-Odessa, Texas 0.09 0.18 32 52 44 72
Port Arthur, Texas 0.06 0.11 26 44 34 60
San Angelo, Texas 0.08 0.15 29 48 40 67
San Antonio, Texas 0.06 0.12 28 48 38 64
Sherman, Texas 0.10 0.20 25 41 38 64
‘Waco, Texas 0.06 0.15 27 45 38 64
Wichita Falls, Texas 0.10 0.20 27 45 41 67
Bryce Canyon, Utah 0.13 0.25 26 39 52 78
Cedar City, Utah 0.12 0.24 28 43 48 75
Salt Lake City, Utah 0.13 0.26 27 39 48 72
Burlington, Vermont 0.22 0.43 NR NR 46 68
Norfolk, Virginia 0.09 0.19 23 38 37 62
Richmond, Virginia 0.11 0.22 21 34 37 61
Roanoke, Virginia 0.11 0.23 21 34 37 61
Olympia, Washington 0.12 0.23 20 29 38 59
Seattle-Tacoma, Washington 0.11 0.22 21 30 39 59
Spokane, Washington 0.20 0.39 20 24 48 68
Yakima, Washington 0.18 0.36 24 31 49 70
Charleston, West Virginia 0.13 0.25 16 24 32 54
Huntington, West Virginia 0.13 0.25 17 27 34 57
Eau Claire, Wisconsin 0.25 0.50 NR NR 53 75
Green Bay, Wisconsin 0.23 0.46 NR NR 53 75
La Crosse, Wisconsin 0.21 0.43 NR NR 52 75
Madison, Wisconsin 0.20 0.40 15 17 51 74
Milwaukee, Wisconsin 0.18 0.35 15 18 48 71
Casper, Wyoming 0.13 0.26 27 39 53 78
Cheyenne, Wyoming 0.11 0.21 25 39 47 74
Rock Springs, Wyoming 0.14 0.28 26 38 54 79
Sheridan, Wyoming 0.16 0.31 22 30 52 75

Canada

Edmonton, Alberta 0.25 0.50 NR NR 54 72
Suffield, Alberta 0.25 0.50 28 30 67 85
Nanaimo, British Columbia 0.13 0.26 26 35 45 66
Vancouver, British Columbia 0.13 0.26 20 28 48 60
Winnipeg, Manitoba 0.25 0.50 NR NR 54 74
Dartmouth, Nova Scotia 0.14 0.28 17 24 45 70
Moosonee, Ontario 0.25 0.50 NR NR 48 67
Ottawa, Ontario 0.25 0.50 NR NR 59 80
Toronto, Ontario 0.18 0.36 17 23 44 68
Normandie, Quebec 0.25 0.50 NR NR 54 74

Note: NR, not recommended.
Source: From PSDH, Passive Solar Design Handbook, U.S. Department of Energy, Washington, DC, 1980.
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Example 18.3.3

Determine size and performance passive solar characteristics with the location-dependent set of rules of
thumb for the house of the previous example.

Solution. Using Table 18.6 with the 195 m* house in Denver yields:

Solar projected area = 12% to 23% of floor area

=23.4m’to 44.9 m’.
SSF (no night insulation) = 27% to 43%.
SSF (R9 night insulation) = 47% to 74%.
Using the rule of thumb for the thermal storage mass:

m = 17 kg X 43% X 44.9 m*
= 33,000 kg (72,000 Ibm)[Thermal wall or direct gain]

Comparing the results of this example to those of the previous example, the two rules of thumb
are seen to produce “roughly” similar answers. General system cost and performance information can be
generated with results from rule-of-thumb calculations, but a more detailed level of information is
needed to determine design-ready passive system type (direct gain, thermal wall, sunspace), size,
performance, and costs.

18.3.3.9 The Second Level: LCR Method

The LCR method is useful for making estimates of the annual performance of specific types of passive
system(s) combinations. The LCR method was developed by calculating the annual SSF for 94 reference
passive solar systems for 219 U.S. and Canadian locations over a range of LCR values. Table 18.7 includes
the description of these 94 reference systems for use both with the LCR method and with the SLR method
described below. Tables were constructed for each city with LCR versus SSF listed for each of the 94
reference passive systems. (Note that the solar load ratio (SLR) method was used to make the LCR
calculations, and this SLR method is described in the next section as the third-level method.) Although
the complete LCR tables (PSDH 1984) include 219 locations, Table 18.8 only includes six “representative”
cities (Albuquerque, Boston, Madison, Medford, Nashville, Santa Maria), purely due to space restrictions.
The LCR method consists of the following steps (PSDH 1984):

1. Determine the building parameters:
a. Building load coefficient, NLC
b. Solar projected area, A,
c. Load collector ratio, LCR = NLC/A,
2. Find the short designation of the reference system closest to the passive system design (Table 18.7)
3. Enter the LCR Tables (Table 18.8)
a. Find the city
b. Find the reference system listing
c. Determine annual SSF by interpolation using the LCR value from above
d. Note the annual heating degree days (Number of degree days)
4. Calculate the annual auxiliary heat required:

Augxiliary heat required = (1 —SSF) X NLC X (Number of degree days).

If more than one reference solar system is being used, then find the “aperture area weighted” SSF
for the combination. Determine each individual reference system SSF using the total aperture area LCR,
then take the “area weighted” average of the individual SSFs.
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TABLE 18.7 Designations and Characteristics for 94 Reference Systems

(a) Overall System Characteristics

Thermal conductivity (k)

Masonry Properties

Sunspace floor 0.5 Btu/h/ft./°F
All other masonry 1.0 Btu/h/ft./°F
Density (Q) 150 Ib/ft.?
Specific heat (c) 0.2 Btu/Ib/°F
Infrared emittance of normal surface 0.9
Infrared emittance of selective surface 0.1
Solar Absorptances
Waterwall 1.0
Masonry, Trombe wall 1.0
Direct gain and sunspace 0.8
Sunspace: water containers 0.9
Lightweight common wall 0.7
Other lightweight surfaces 0.3
Glazing Properties
Transmission characteristics Diffuse
Orientation Due south
Index of refraction 1.526
Extinction coefficient 0.5in. "
Thickness of each pane % in.
Gap between panes Y in.
Ared emittance 0.9
Control Range
Room temperature 65°F-75°F
Sunspace temperature 45°F-95°F
Internal heat generation 0
Thermocirculation Vents (when used)
Vent area/projected area (sum of both upper and lower 0.06
vents)
Height between vents 8 ft.
Reverse flow None
Nighttime Insulation (when used)
Thermal resistance R9

In place, solar time

Shading
Ground diffuse reflectance

5:30 PM. to 7:30 A M.
Solar Radiation Assumptions

None

0.3

(b) Direct-Gain (DG) System Types

Designation Thermal Storage ~ Mass Thickness® Mass-Area- No. of Glazings Nighttime

Capacity” (in.) to-Glazing-Area Insulation
(Btu/ft.>/°F) Ratio

Al 30 2 6 2 No

A2 30 2 6 3 No

A3 30 2 6 2 Yes

B1 45 6 3 2 No

B2 45 6 3 3 No

B3 45 6 3 2 Yes

Cl 60 4 6 2 No

C2 60 4 6 3 No

C3 60 4 6 2 Yes

(continued)
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TABLE 18.7 (Continued)

(c) Vented Trombe Wall (TW) System Types

Designation Thermal Wall Thickness® pck No. of Glazings ~ Wall Surface Nighttime
Storage (in.) (Btu?/h/ft.*/°F?) Insulation
Capacity®
(Btu/ft.>/°F)
Al 15 6 30 2 Normal No
A2 22.5 9 30 2 Normal No
A3 30 12 30 2 Normal No
A4 45 18 30 2 Normal No
B1 15 6 15 2 Normal No
B2 22.5 9 15 2 Normal No
B3 30 12 15 2 Normal No
B4 45 18 15 2 Normal No
Cl1 15 6 7.5 2 Normal No
C2 22.5 9 7.5 2 Normal No
C3 30 12 7.5 2 Normal No
C4 45 18 7.5 2 Normal No
D1 30 12 30 1 Normal No
D2 30 12 30 3 Normal No
D3 30 12 30 1 Normal Yes
D4 30 12 30 2 Normal Yes
D5 30 12 30 3 Normal Yes
El 30 12 30 1 Selective No
E2 30 12 30 2 Selective No
E3 30 12 30 1 Selective Yes
E4 30 12 30 2 Selective Yes
(d) Unvented Trombe Wall (TW) System Types
Designation Thermal Wall Thickness® pck No. of Wall Surface Nighttime
Storage (in.) (Btu?/h/ft.*/°F?) Glazings Insulation
Capacity®
(Btu/ft.%/°F)

F1 15 6 30 2 Normal No
EF2 22,5 9 30 2 Normal No
F3 30 12 30 2 Normal No
F4 45 18 30 2 Normal No
Gl 15 6 15 2 Normal No
G2 22,5 9 15 2 Normal No
G3 30 12 15 2 Normal No
G4 45 18 15 2 Normal No
H1 15 6 7.5 2 Normal No
H2 22.5 9 7.5 2 Normal No
H3 30 12 7.5 2 Normal No
H4 45 18 7.5 2 Normal No
8! 30 12 30 1 Normal No
12 30 12 30 3 Normal No
13 30 12 30 1 Normal Yes
14 30 12 30 2 Normal Yes
15 30 12 30 3 Normal Yes
J1 30 12 30 1 Selective No
]2 30 12 30 2 Selective No
13 30 12 30 1 Selective Yes
J4 30 12 30 2 Selective Yes

(continued)
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TABLE 18.7 (Continued)

(e) Waterwall (WW) System Types

Designation Thermal Storage Wall Thickness (in.)  No. of Glazings ~ Wall Surface Nighttime
Capacity® (Btu/ft.%/°F) Insulation

Al 15.6 3 2 Normal No

A2 31.2 6 2 Normal No

A3 46.8 9 2 Normal No

A4 62.4 12 2 Normal No

A5 93.6 18 2 Normal No

A6 124.8 24 2 Normal No

B1 46.8 9 1 Normal No

B2 46.8 9 3 Normal No

B3 46.8 9 1 Normal Yes

B4 46.8 9 2 Normal Yes

B5 46.8 9 3 Normal Yes

Cl 46.8 9 1 Selective No

C2 46.8 9 2 Selective No

C3 46.8 9 1 Selective Yes

C4 46.8 9 2 Selective Yes

(f) Sunspace (SS) System Types

Designation Type Tilt (°) Common Wall End Walls Nighttime
Insulation
Al Attached 50 Masonry Opaque No
A2 Attached 50 Masonry Opaque Yes
A3 Attached 50 Masonry Glazed No
A4 Attached 50 Masonry Glazed Yes
A5 Attached 50 Insulated Opaque No
A6 Attached 50 Insulated Opaque Yes
A7 Attached 50 Insulated Glazed No
A8 Attached 50 Insulated Glazed Yes
Bl Attached 90/30 Masonry Opaque No
B2 Attached 90/30 Masonry Opaque Yes
B3 Attached 90/30 Masonry Glazed No
B4 Attached 90/30 Masonry Glazed Yes
B5 Attached 90/30 Insulated Opaque No
B6 Attached 90/30 Insulated Opaque Yes
B7 Attached 90/30 Insulated Glazed No
B8 Attached 90/30 Insulated Glazed Yes
Cl1 Semienclosed 90 Masonry Common No
C2 Semienclosed 90 Masonry Common Yes
C3 Semienclosed 90 Insulated Common No
C4 Semienclosed 90 Insulated Common Yes
D1 Semienclosed 50 Masonry Common No
D2 Semienclosed 50 Masonry Common Yes
D3 Semienclosed 50 Insulated Common No
D4 Semienclosed 50 Insulated Common Yes
El Semienclosed 90/30 Masonry Common No
E2 Semienclosed 90/30 Masonry Common Yes
E3 Semienclosed 90/30 Insulated Common No
E4 Semienclosed 90/30 Insulated Common Yes

* The thermal storage capacity is per unit of projected area, or, equivalently, the quantity pck. The wall thickness is listed
only as an appropriate guide by assuming pc=30 Btu/ft.’/°F.

Source: From PSDH, Passive Solar Design Handbook. Part One: Total Environmental Action, Inc., Part Two: Los Alamos
Scientific Laboratory, Part Three: Los Alamos National Laboratory. Van Nostranal Laboratory. Van Nostranal Reinhold,
New York, 1984.
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TABLE 18.8 LCR Tables for Six Representative Cities (Albuquerque, Boston, Madison, Medford, Nashville, and

Santa Maria)

SSF 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
Santa Maria, California 3053 DD
WW Al 1776 240 119 73 50 35 25 18 12
WW A2 617 259 154 103 74 54 39 28 19
WW A3 523 261 164 114 82 61 45 33 22
WW A4 482 260 169 119 87 65 48 35 24
WW A5 461 263 175 125 92 69 52 38 26
WW A6 447 263 177 128 95 72 54 40 27
WW B1 556 220 128 85 60 43 32 23 15
WW B2 462 256 168 119 88 66 49 36 25
WW B3 542 315 211 151 112 85 64 47 32
WW B4 455 283 197 144 109 83 63 47 32
WW B5 414 263 184 136 103 79 60 45 31
WW C1 569 330 221 159 118 89 67 49 33
WW C2 478 288 197 143 107 81 61 45 31
WW C3 483 318 228 170 130 100 77 57 40
WW C4 426 280 200 149 114 88 68 51 35
TW Al 1515 227 113 70 48 34 24 17 11
TW A2 625 234 134 89 63 46 33 24 16
TW A3 508 231 140 95 68 50 37 27 18
TW A4 431 217 137 95 69 51 38 28 19
TW B1 859 212 112 71 49 35 25 18 12
TW B2 502 209 124 83 59 43 32 23 15
TW B3 438 201 123 84 60 44 33 24 16
TW B4 400 184 112 76 55 40 30 22 14
TW C1 568 188 105 69 48 35 25 18 12
T™W C2 435 178 105 70 50 36 27 19 13
TW C3 413 165 97 64 46 33 25 18 12
TW C4 426 146 82 54 38 27 20 14 10
TW D1 403 170 101 67 48 35 25 18 12
TW D2 488 242 152 105 76 57 42 31 21
TW D3 509 271 175 123 920 67 50 36 25
TW D4 464 266 177 127 94 71 53 39 27
TW D5 425 250 169 122 91 69 52 38 26
TW E1 581 309 199 140 102 76 57 42 28
TW E2 512 283 186 132 97 73 55 40 27
TW E3 537 328 225 164 123 94 71 53 36
TW E4 466 287 199 145 109 83 63 47 32
TW F1 713 198 107 68 47 34 25 18 12
TW F2 455 199 120 81 58 42 31 22 15
TW F3 378 190 120 83 60 45 33 24 16
TW F4 311 169 110 77 57 42 32 23 16
TW G1 450 170 98 65 46 33 24 17 12
TW G2 331 163 102 70 51 38 28 20 14
TW G3 278 147 94 66 48 36 27 20 13
TW G4 222 120 78 55 40 30 22 16 11
TW H1 295 137 84 57 41 30 22 16 11
TW H2 226 118 75 52 38 28 21 15 10
TW H3 187 99 64 44 33 24 18 13 9
TW H4 143 75 48 33 24 18 14 10 7
™ 11 318 144 88 59 42 31 23 16 11
T™W 12 377 203 132 93 68 51 38 28 19
TW I3 404 226 149 106 78 58 44 32 22
TW 14 387 230 156 113 84 64 48 36 24
T™W I5 370 226 155 113 85 65 49 36 25

(continued)
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TABLE 18.8 (Continued)

SSF 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 0.90
TW J1 483 271 179 127 94 71 53 39 26
T™W J2 422 246 165 119 88 67 50 37 25
TW J3 446 283 199 146 111 85 65 48 33
W J4 400 254 178 132 100 77 58 43 30
DG Al 392 188 117 79 55 38 26 16 7
DG A2 389 190 121 85 61 45 32 22 14
DG A3 443 220 142 102 77 58 44 31 19
DG B1 384 191 122 86 64 48 35 24 13
DG B2 394 196 127 91 69 53 40 29 19
DG B3 445 222 145 105 80 62 49 37 25
DG C1 451 225 146 104 78 61 47 34 21
DG C2 453 226 148 106 80 63 49 37 25
DG C3 509 254 167 121 92 73 58 45 31
SS Al 1171 396 220 142 98 69 49 34 22
SS A2 1028 468 283 190 135 98 71 50 33
SS A3 1174 380 209 133 91 64 45 31 20
SS A4 1077 481 289 193 136 98 71 50 32
SS A5 1896 400 204 127 86 60 42 29 18
SS A6 1030 468 283 190 135 97 71 50 32
SS A7 2199 359 178 109 72 50 35 24 15
SS A8 1089 478 285 190 133 96 69 48 31
SS Bl 802 298 170 111 77 55 40 28 18
SS B2 785 366 224 152 108 79 57 41 27
SS B3 770 287 163 106 74 52 37 26 17
SS B4 790 368 224 152 108 78 57 40 26
SS B5 1022 271 144 91 62 44 31 22 14
SS B6 750 356 219 149 106 77 56 